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Abstract 
 
In recent years, mobile terminals are inexpensive, but have high performance in both calculation 
and display, are equipped with many input / output devices, and are easy to develop software.  
Therefore, we thought that it could be used for control devices in the embedded field, and tried to 
apply it to control of autonomous guided vehicles (AGVs). The control method is as follows; after 
taking a picture of the front passage with a camera and detecting the edge, the points at the 
boundary between the passage surface and other objects (walls and shelves) are extracted, and 
the left and right approximate straight lines are calculated from the points. Then, it runs with the 
intersection of the lines as the center of the passage. The problems were the influence of floor 
noise and the detection of incorrect road boundary lines. Therefore, we were able to reduce the 
detection of erroneous wall-floor boundary points by applying a noise removal method that makes 
the best use of the characteristics of the image, and to improve the detection accuracy of road 
boundary lines. With this improvement, the AGV, which initially traveled only about 10m, can be 
run to the last 100m of the test course, and as a result of measurement, the average error in the 
running direction is reduced to 20%, the maximum error is reduced to 21%, and the variation of 
running direction is reduced to 1.4%. The processing time is also about 250 milliseconds, which is 
a time that does not hinder the running control every second. From the above results, it is 
confirmed that the mobile terminal can be used stably on a relatively wide road, and it is shown 
that the mobile terminal can be applied to the embedded system. 
 
Keywords: Mobile Computing, Embedded System, Autonomous Driving, Image Processing. 

 
 
1. INTRODUCTION 

In recent years, the spread of smartphones and tablet PCs has slowed down in developed 
countries, but it is still increasing. With this widespread use, technical improvements such as 
improved performance of the built-in processor have increased dramatically. The processors 
installed in the latest mobile terminals have the same or better performance than the processors 
used in the conventional embedded field (Singh et al., 2014). Recently, they have been used as 
game terminals, and not only CPU performance but also GPU performance has improved. Mobile 
terminals are also equipped with a wealth of input devices such as cameras, GPS, acceleration 
and geomagnetic sensors. And Android, which is a representative OS for mobile terminals, has 
abundant libraries for handling various sensors and creating an easy-to-use user interface, and in 
software development, functions such as input / output can be easily developed. Therefore, we 
can focus on algorithm development. In addition, the popularity of mobile terminals has made it 
possible to use them at very low prices due to market forces. 
 
In this way, mobile terminals are inexpensive, but have high performance in both calculation and 
display, are equipped with many input / output devices, and are easy to develop software. 
Therefore, we thought that this mobile terminal could be used as a control device in the 
embedded field, and tried to apply it to the autonomous driving control of autonomous guided 
vehicles (AGVs) in manufacturing factories. 
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In embedded systems that control such machines, the Jetson series equipped with NVIDIA GPUs 
has become popular in recent years. Although it has extremely high computing power, the status 
display is poor with the processor board alone, and it is difficult to use it for workers in 
manufacturing factories who are unfamiliar with computers. On the other hand, tablet PCs are not 
so high in performance compared to ultra-high-speed processor boards such as the Jetson series 
because they apply interpreter method. However, it is easy to use even for users who are 
unfamiliar with computers, since the display equipped with a touch panel is integrated. Therefore, 
the tablet PC will become an easy-to-use processor in the embedded field, if the amount of 
processing is kept low. 
 
In the manufacturing plant we are applying to, a magnetic tape that serves as a running guide is 
attached to the floor, and the AGV runs along the tape. There is a problem that the guide needs 
to be reattached every time the travel route is changed, a lot of time and labor are spent during 
this laying work, and the system must be stopped during the laying work. Therefore, autonomous 
driving of AGVs that do not require such a guide is desired. 
 
In order to reduce the processing amount of AGV autonomous driving so that it can be processed 
even on a tablet PC, this time we will only apply and evaluate driving on a relatively wide straight 
road. When turning at intersections, we will either use signs (Haginiwa et al., 2015) or use 
conventional magnetic tape. In the manufacturing plant to which it is applied, traveling on a 
relatively wide straight road accounts for a large proportion of the total distance, so if the straight 
road can be driven autonomously, it greatly contributes to labor saving in the work of laying 
magnetic tape. 
 
The purpose of our study is to verify that we built an algorithm that can control the running of AGV 
with only the information input from one camera, and does it operate with sufficient performance 
and accuracy on the processor installed in the mobile terminal (tablet PC). The goal is to run on a 
straight road with a width of 5 m and a length of about 100 m, which is the main passage in the 
target manufacturing plant, at 1 m per second which is the maximum speed of AGV stipulated by 
the domestic regulations. If this method fails to run, we will consider using various sensors other 
than the camera, such as GPS, and acceleration and geomagnetic sensors. 
 
In this paper, Chapter 2 first describes the research trends of general automatic guided vehicles 
and autonomous driving control, and then Chapter 3 describes the outline of this system, the 
outline of the traveling control method adopted this time, and its problems. Then, after showing 
the solution to the problem in Chapter 4, we evaluate it in Chapter 5. Finally, Chapter 6 concludes 
our research. 

 
2. TRENDS IN AUTOMATED GUIDED VEHICLES AND AUTONOMOUS 

DRIVING CONTROL TECHNOLOGY 

The traveling control methods for automated guided vehicles (AGVs) that carry parts at 
manufacturing plants can be broadly classified into two types. One is a guide-type control 
(Kamewaka et al., 1987) (Tsumura, 1986) that is controlled by using a guide such as a magnetic 
tape, and the other is a guideless control (Vis, 2006) (Martinez-Barbera et al., 2010) that does not 
require a guide. 
 
2.1 Guide-type Control 
Guided-type control occupies about 80% of the AGV market, because it is possible to control 
driving with extremely high accuracy by traveling along the guide. However, the problem in 
performing this guided-type control is the large amount of labor and time required for laying. It is 
necessary to lay a guide to introduce the AGV for the first time, and every time the travel route is 
changed due to a layout change etc., the guide is peeled off and re-laying is repeated. There are 
problems that a lot of time and labor is spent during this laying work, and the system must be 
stopped during the laying work. 
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2.2 Guideless Control  
Guideless control is being researched to solve the trouble of laying guides, which was a problem 
in guide-type control. This is a method of running control using a laser beam (Smieszek et al., 
2015), a gyro sensor (Shi et al., 2004), and an image sensor (Sabikan et al., 2010) (Lee et al., 
2013) (Yu et al., 2009) instead of laying a guide. However, it has not become very popular, 
because the sensor becomes expensive, and a high-performance processor is required to 
calculate the self-position with the same accuracy as the guide type. 
 
In this way, the guide type control has the advantage of being able to control with high accuracy, 
but has the disadvantage of requiring labor and time for the guide facility. On the other hand, 
guideless control has the advantage of not requiring a guide facility, but has the disadvantage of 
being expensive. 
 
2.3 Research Trends In Autonomous Driving Control 
In recent years, research and development of autonomous driving control of commercial vehicles 
has been remarkable, and the situation is that the commercialization of conditional driving 
automation of automatic driving level 3 is just around the corner. In these automatic driving, many 
sensors such as monocular / stereo camera, ultrasonic sensor, radar, rider, GPS are installed in 
the cognitive part, and control judgment is made by making full use of communication via 3D map 
and the Internet. Similar to the guideless control described above, this control judgment method is 
expensive as an autonomous driving control method for AGVs, and it is difficult to apply the same 
method to AGVs. 
 
Therefore, in this research, guideless control, which is not be widespread due to the use of many 
expensive equipment, is realized at a low price by using an inexpensive tablet PC. In this 
research, the front is photographed by the camera mounted on the tablet PC, and the driving 
control is judged by image processing. Autonomous driving control by similar image processing 
has been studied a lot for a long time. 
 
In (Kawabe et al., 2002), the front is imaged with two CCD cameras, and the passage line is 
detected by edge detection, thinning, isolated point removal, masking, and Hough transform. In 
(Hashiba et al., 2002), running control is performed using a teacher image, and in (Tanabe et al., 
2008), the speed of passage line detection by Hough transform is increased. Then, in (Nagae et 
al., 2008), by changing the threshold value and binarizing the captured image, a plurality of 
information such as the fluorescent lamp light source, the road boundary, and the vanishing point 
are integrated to perform highly reliable driving control. 
 
In these studies, there is no focus on reducing the price of the device, and although there are 
some low-priced small devices that use notebook PCs, there are no cases that use mobile 
terminals such as tablet PCs. However, many of them adopt a relatively simple traditional 
method, and it can be said that it is close to the algorithm that suppresses the amount of 
calculation in our research, which will be described later. 

 
On the other hand, looking at the recent trends over the last five years, there are three major 
trends. The first is to improve self-positioning accuracy by combining multiple sensors (Zhou et al., 
2018) (Zhou et al., 2020) (Wang et al., 2020). Examples of the sensors include a gray scale 
sensor, an ultrasonic wave, an infrared sensor, an optical camera, and a rider. 
 
Next, there are many systems that employ learning (Sierra-García et al., 2020) (Sant et al., 2020) 
(Chuixin et al., 2019). It seems that these are largely due to the recent AI boom, but there are 
some that use reinforcement learning, which improves accuracy by repeating learning, and deep 
learning, which has attracted the most attention in the AI boom. 
 
As a final tendency, many systems have applied SLAM (Simultaneous Localization and Mapping) 
(Durrant-whyte, 2006), which has been attracting attention as a self-positioning method in recent 
years (Chen et al., 2017) (Chen et al., 2020) (Li et al., 2018). SLAM is a technology that 
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simultaneously identifies the self-position and creates an environmental map, and by proceeding 
while learning even in an unknown environment, the machine grasps where you are relatively and 
what is happening around you. Compared to GPS, which also identifies self-position, the SLAM 
can be applied indoors where radio waves do not reach or in situations where the surrounding 
conditions change in detail, enabling highly accurate self-position identification in various 
situations. 
 
In these recent AGVs, multiple sensors are used, learning, and SLAM are used in order to 
improve the self-positioning accuracy, but all of them require a very large amount of calculation. It 
can be processed by using a recent small high-performance processor, but the processor on the 
mobile terminal using in our research probably cannot handle it. In our research, we have made it 
possible to process even an inexpensive mobile terminal by adopting a simple method at the 
expense of accuracy to some extent. This point is different from recent technological trends and 
is also a unique feature. 

 
3. SYSTEM OVERVIEW 
3.1 System Configuration 
This system consists of the following. 
 
a)  Tablet PC: Equipped with a driving control system. Power is supplied via USB by 

transforming the 12V battery for commercial vehicles installed for AGV driving to 5V. 
b)  RT--ADK: A PIO transfer device for Android that is connected to a tablet PC via USB, 

receives instructions such as running, stopping, and turning left and right from the tablet PC, 
and sends the corresponding 5V signal to the AGV control panel. 

c)  AGV control panel: A device that controls the drive unit. 
d)  Drive unit: A device that runs an AGV according to instructions from the AGV control panel. 
e)  Operation switch: power switch, emergency stop button. 
f)  Obstacle sensor: A device that detects obstacles 
 
In addition, FIGURE 1 shows the appearance of this system and the screen of a tablet PC. 
 

 
 

FIGURE 1: Appearance of our system and tablet PC screen. 

 
3.2 Flow of Driving Control System 
The basic processing flow for AGV drive control will be explained. The image is taken using the 
camera mounted on the tablet PC, edge detection is performed to extract the change point from 
the image, and the road boundary is detected to narrow down to only the road information, and 
the road center (traveling direction) is detected from the intersection of road boundary lines, and 
the traveling direction is instructed to the AGV. And again, it is a flow that repeats at 1 second 
intervals from camera shooting. When an obstacle is detected by the obstacle sensor originally 
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installed on the AGV or when the stop button on the operation panel is pressed, a stop command 
is sent to the AGV to stop the vehicle on the spot. When turning at an intersection, etc., place a 
sign there and turn by recognizing the sign (Haginiwa et al., 2015). 
 

     
(a) captured image                 (b) After edge detection 

 

     
(c) After boundary detection    (d) After road boundary lines detection (e) Boundary lines & captured image 

 
FIGURE 2: Example at university floor. 

 

a)  Camera Shooting 
First, a camera image is taken to obtain road information. When shooting with a normal tablet PC 
camera, image data is captured in the YUV format data type, converted to RGB format, and 
displayed as a color image on the display. However, we thought that sufficient road information 
could be obtained even with a grayscale image based on a Y signal in YUV format, and we used 
the Y signal for speeding up, since this research system is for real-time. FIGURE 2 (a) shows the 
images taken on our university campus. 
 
b)  Edge Detection 
Edge detection is performed to make it easier to obtain road information from grayscale images. 
There are various edge detection methods. For some of these methods, we measured the time 
from camera shooting (image size 640 x 480) to edge detection, and compared the accuracy and 
processing time of edge detection. As a result, we adopted the Sobel filter that compared both the 
horizontal and vertical directions. FIGURE 2 (b) shows the image after edge detection in (a). 
 
c)  Boundary Extraction 
In order to obtain road information, the boundary between the road surface and other objects 
such as walls, shelves, and figurines is extracted. In the AGV driveway, there are no objects on 
the road surface that would interfere with the AGV, but there are often objects at both edges of 
the road. Therefore, there are few edges on the road surface, and the boundary with the wall 
surface can be detected as edges. Since the bottom of the captured image is a road, the 
boundary can be extracted by extracting the points that first reaches the edge when viewed from 
the bottom of the image. FIGURE 2 (c) shows the result of extracting only the boundary between 
the road and the wall surface from (b). 
 
d)  Calculation of Straight Line at The Road Boundary 
In order to simplify the information on the road boundary, a straight line approximated to the 
extracted points (edges) at the boundary is calculated for each of the left and right sides. These 
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lines are called road boundary lines. There are various methods for calculating the approximate 
straight line, such as the Hough transform and the calculation of the straight line passing over the 
most points. In consideration of the processing time, we decided to use the method of calculating 
a straight line by the least squares method in this study. FIGURE 2 (d) shows the approximate 
straight line from the road boundary of (c). In addition, FIGURE 2 (e) shows a diagram in which 
straight lines on the road boundaries are superimposed on the photographed image. 
 
e)  Driving Direction Instruction 
Travel control is often determined the direction of travel based on the angle of the road boundary 
line with the X-axis. However, the road boundary changes due to noise such as reflections and 
dirt caused by lighting on the road surface, which often causes a large change in the angle with 
the X-axis. The calculated intersection of the left and right road boundary lines is the center of the 
road and represents the direction in which the AGV should travel. Therefore, from the relationship 
between the intersection of the left and right road boundary lines and the left and right centers of 
the image, the AGV gives an instruction to turn right if the former is on the left, turn left if the 
former is on the right, and go straight if they overlap. In addition, the turning angle is changed by 
changing the length of the instruction signal according to the degree of difference between the 
intersection of the road boundary and the center of the image. 
 
3.3 Driving Status and Problems 
With the above control method, we verified whether the travel direction instruction was issued in 
the correct direction. As a result of the experiment, it was found that the correct driving direction 
can be given in the place where the left and right road boundaries can be clearly detected by the 
above control method. Then, we tried to verify it in the factory where the AGV actually runs. The 
verification environment is as follows. 
 
a)  Road length and width: Approximately 100m, Approximately 5m. 
b)  Road brightness: Uniform brightness with fluorescent lights. 
c)  Road surface: Concrete (with some light reflection). 
 
In the verification, we started from the center of the road and observed the running of the AGV. In 
order to see what would happen if the road boundary changed, we also conducted a running test 
from the opposite side of the test course. The location where the running test was conducted is 
shown in FIGURE 3. 
 

 
 

FIGURE 3: Captured image at the factory. 

 
As a result of the verification, there were many cases where the road boundary could not be 
detected accurately, and there was a problem of large meandering, and the average mileage was 
only 10 m. Even though the driving direction instructions were correctly issued in the university 
environment, it was not possible to drive correctly in the factory environment. Therefore, I held the 
tablet PC in my hand and confirmed that the driving direction instructions were correctly issued. 
As a result, the correct driving direction instructions were given in the place where the road 
boundary can be taken correctly, but the driving direction instructions were not given correctly, 
when there is noise on the driving road surface such as dirt on the road surface, color 
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unevenness, and magnetic tape of the current AGV. That is, the following two are the main 
causes of meandering. 
 
a)  Effect of floor noise 
b)  Incorrect detection of road boundary lines 
 

     
(a) After edge detection  (b) After road boundary line detection (c) Boundary lines & captured image 

 
FIGURE 4: Example at factory floor. 

 

     
(a) After edge detection (b) After road boundary line detection (c) Boundary lines & captured image 

 

FIGURE 5: Example at factory floor where edge detection threshold is changed. 

 
FIGURE 4 (a) is the result of edge detection of FIGURE 3. It can be seen that there is a lot of noise 
on the floor. The results of detecting the road boundary based on FIGURE 4 (a) are (b) and (c), 
and it can be seen that the road boundary cannot be detected correctly. 
 
FIGURE 5 is the result of raising the edge detection threshold in order to remove floor noise. Floor 
noise has been removed, but road boundaries remain incorrect. 

 

4. PROPOSAL OF IMPROVED METHOD 
From the results in the previous section, we added "noise removal such as dirt on the road 
surface" between b) edge detection and c) boundary extraction, and "removal of incorrect road 
boundaries" between c) boundary extraction and d) calculation of straight line at the road 
boundary. Each is explained below. 
 
4.1 Noise Removal on the Road Surface 
The noises here refer to dirt on the road surface and the magnetic tape of the current AGV. The 
purpose of this improvement is to extract the boundary more accurately by removing these 
noises. 
 
The boundaries are obtained by extracting the points that first reaches the edge when viewed 
from the bottom of the image. However, the boundaries may not be extracted correctly due to the 
presence of noise on the road surface. As a noise removal method, it is conceivable to mask the 
part of the image taken by the camera corresponding to the road surface and delete all the edges 
in it. However, it is necessary to make a mask that suits all road widths and decide which mask to 
use each time, since there are various widths of roads. There is also a method of removing noise 



Hiroyuki Sato 

International Journal of Intelligent Systems and Applications in Robotics (IJRA),Volume(10) : Issue(1) : 2021  
ISSN: 2180-1312, https://www.cscjournals.org/journals/IJRA/description.php 8 

by changing the threshold value when detecting edges. However, the edge of the magnetic tape 
of the current AGV is strong, and there is a problem that the edge of the correct boundary is also 
removed when the threshold is raised. 
 
As a feature of the image after edge detection, there are strong linear edges of magnetic tape on 
the road surface, but there are few other edges. On the other hand, there are many edges on the 
walls and boundaries because there are many objects. Therefore, we decided to divide the image 
after edge detection into multiple regions vertically and horizontally, and if the ratio of the number 
of edges in each region does not exceed the threshold value, remove all the edges in that region. 
Specifically, the screen is divided into 10 parts vertically and horizontally, and if the ratio of edges 
in the divided areas is less than 15%, all the edges in that area are removed. An example is 
shown in FIGURE 6. The left (a) is the result before noise removal, and the right (2) is the result of 
noise removal by this method. 
 

         
(a) Before improvement               (b) After improvement 

 

FIGURE 6: Before and after improving noise removal. 

 
4.2 Removal of Wrong Road Boundaries 
Although it was possible to remove noise on the road surface by noise removal, there are some 
parts where the boundary between the road and the wall cannot be detected accurately due to 
the shadows caused by lighting and the unevenness of the road boundaries. Therefore, we 
improved it so that the road boundary lines are generated by the following procedure. 
 
(1)  The screen is divided vertically into multiple areas, and straight lines (partial road boundary 

lines) that approximate the points at the boundaries are calculated in each area. The specific 
number of divisions is 10. 

(2)  If each partial road boundary line has different characteristics from others, it is judged that 
the boundary of that area is wrong and all edges of that area are deleted. 

(3)  Left and right road boundary lines are generated with remaining edges of the boundary. 
 
The procedure for determining that it is wrong is as follows. 
 
(a)  For each division point, count the number of partial road boundary lines in which the vertical 

coordinates of the midpoints of the left and right partial road boundary lines are gradually 
lowered toward both ends, and let the division point with the largest count value be the 
center of the road. This center is different from the center of the road, which is the direction 
of travel. 

(b)  Next, when viewed from that center, it is judged that the partial road boundary lines where 
the left partial road boundary lines go down to the right and the right partial road boundary 
lines go down to the left is wrong. 

(c)  Calculate the average height of the intersection of the remaining partial road boundary lines 
with the left side of the screen, and judge that the partial road boundary lines that are a 
certain amount away (specifically, 96 dots at 1/5 of the screen height) from the average are 
wrong. 
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(d)  Calculate the average of the slopes of the remaining partial road boundary lines on each of 
the left and right sides, and judge that the partial road boundary lines that are a certain 
amount away (specifically, less than half or more than double) from the average are wrong. 

 
The boundary edges corresponding to the partial road boundary lines judged to be wrong are 
deleted, and the left and right road boundary lines are generated from the remaining boundary 
edges. FIGURE 7 shows an example. Since the partial road boundary lines of the left two areas 
have different characteristics from the partial road boundary lines of the other areas, the 
boundary edges of these areas have been deleted. As a result, the intersection of the left and 
right road boundary lines is almost the center of the road. 
 

          
(a) Removing of partial border     (b) Partial border & captured image  

 

FIGURE 7: Removal of incorrect boundary. 

 
5. EXPERIMENTAL RESULTS 
When the above improvements were made and the vehicle was run in the same environment as 
Section 3.3, it was possible to complete the 100m road, which was a considerable improvement 
compared to the average mileage of 10m before the improvement. Therefore, it was confirmed 
that the purpose of this study was achieved. The purpose is to build an algorithm that can control 
the running of the AGV with only the information input from one camera, and to operate it with 
sufficient performance and accuracy on the processor installed in the mobile terminal. 
 
Verification on the test course revealed that the improvement was effective. Therefore, we 
quantitatively evaluated how much noise removal and removal of wrong road boundaries were 
effective for stable running of AGV. The evaluation was performed as follows. We manually 
pushed the AGV equipped with the tablet PC to move it forward on the straight road in the factory 
and took the image in front at 1 second intervals. During this taking image, the AGV was 
advanced straight toward the destination in order to keep the driving direction constant. In this 
experiment, 108 images were taken. Then, for each of these 108 images, the following six types 
of travel control methods were used to calculate the travel direction per second, and to obtain the 
difference from the ideal travel direction. This difference was the number of pixels on the screen. 
 
(1)  A method that removes noise and the wrong road boundaries (improved method). 
(2)  A method that does not improve anything (method before improvement). 
(3)  A method that only removes noise. 
(4)  A method that only removes the wrong road boundaries. 
(5)  A method that masks the floor surface instead of noise removal. 
(6)  A method that masks the floor surface instead of noise removal and removes the wrong road 

boundaries. 
 
TABLE 1 shows the specifications of the tablet PC used for the measurement, and TABLE 2 
shows the measurement results. In addition, FIGURE 8 shows the loci in all traveling directions 
(traveling from left to right in the figure) of each method and the running control results at 70 
seconds from the start. 
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It can be seen that the difference (error) between the traveling direction calculated by the control 
method and the ideal value is small for (1) the improved method. Compared to (2) the methods 
before the improvement, the average error is reduced to 20%, the maximum error is reduced to 
21%, and the variation in the traveling direction is reduced to 1.4%. From these facts, it can be 
seen that our proposal improvement is very effective. 
 
 
 
 
 

 
 
 
 
 
 
 

 
TABLE 1: Specification of tablet PC used for measurement. 

 
 

 
 
 
 

 
 

 
 

 

TABLE 2: Measurement results. 

 
Next, regarding the effect of each improved method, the effect of removing the wrong road 
boundaries is higher, because (4) is better than (3).  However, it can be seen that the synergistic 
effect of both is high, because the accuracy of (4) is considerably lower compared to the case of 
(1) where both improvements are applied.  
 
From the results of (5) and (6), it is found that the effect of removing noise on the floor surface by 
mask processing is quite high. The variance is small because the boundary of the mask is located 
near the road boundary and there is no major failure in road boundary detection. This experiment 
went well because it was carried out on an almost straight road, but if there is a gentle curve, 
there is a risk that the road boundary will disappear due to the mask, so it is difficult to use the 
mask in practice. 
 
The processing time has increased by about 40 milliseconds from before the improvement, but it 
is about 250 milliseconds, which is a time that does not hinder the running control every second. 
From the comparison of (2) and (3), it can be seen that the 40 milliseconds of the increment is 
mostly due to noise removal. Note that applying a mask to the floor shortens the processing time, 
because edge detection is not performed inside the mask. 
 
The maximum value of the difference (error) between the traveling direction and the ideal value 
calculated by the proposed method (1) is 68 dots from TABLE 2. It means that there was a 
deviation of about 0.5 m from the load width of 5 m, since this is about 10% of the width of the 
screen of 640 dots. It was found that it is possible to drive without hitting the wall if the road is 
about 1.5 m, since the width of the AGV is about 50 cm. Actually, we couldn't drive well in the 
road with a width of about 1.2m. 

Product Name ASUS ZenPad 8.0 (Z380M) 

OS Android 6.0.1 

CPU MediaTek MT8163 Processor 1.3GHz 

Main Memory 2GB 

Display 8-inch wide TFT color (1,280x800) 

Web Camera Front: 500 pixels, Rear: 2 million pixels 

Sensor GPS, acceleration, light, magnetism, electronic compass 

Communication IEEE802.11a / b / g / n, Bluetooth R 4.0 

Driving time about 8 hours 

Size 123mm × 209mm × 8.5mm 

Weight about 350g 

 

 

 

 Method Difference from ideal value (pixels) Processing 
 Time (ms) Average MAX Variance 

(1) 19.60 68 201 252 

(2) 99.08 323 14,429 213 

(3) 47.77 323 6,596 251 

(4) 37.27 291 2,434 213 

(5) 22.92 69 181 131 

(6) 23.39 71 196 131 
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(1) Improved method (Removing noise & wrong road boundaries) 

 

 

 
(2) Before improvement 

 

 

 
(3) Removing only noise 
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(4) Removing only wrong road boundaries 

 

 

 
(5) Masking floor surface 

 

 

 
(6) Masking floor surface & removing wrong road boundaries 

 
FIGURE 8: Whole traveling trajectories and driving control result at 70 seconds of each method 



Hiroyuki Sato 

International Journal of Intelligent Systems and Applications in Robotics (IJRA),Volume(10) : Issue(1) : 2021  
ISSN: 2180-1312, https://www.cscjournals.org/journals/IJRA/description.php 13 

6. CONCLUSIONS  
We mounted a tablet PC on an AGV (automated guided vehicle) used in a manufacturing plant, 
and autonomous driving control was performed by image processing. In this research, we built an 
algorithm that can control the running of AGV with only the information input from one camera, 
and verified whether it operates with sufficient performance on the processor installed in the 
mobile terminal (tablet PC). 
 
It was found that the problems of driving accuracy were the influence of floor noise and the 
detection of wrong road boundaries. We removed the noise on the floor by a method that took 
advantage of the features of the image, and reduced the detection of wrong road boundaries by 
making improvements to better methods of road boundary detection. 
 
With these two improvements, we were able to complete the AGV, which previously only 
advanced about 10m, to the final 100m of the test course. As a result of the measurement, the 
average error in the traveling direction was reduced to 20%, the maximum error was reduced to 
21%, and the variation in the traveling direction was reduced to 1.4%. From these, it was shown 
that the improvement of this proposal was very effective. The processing time has increased by 
about 40 milliseconds from before the improvement, but it is about 250 milliseconds, which is a 
time that does not hinder the running control every second.  
 
In the experiment, a maximum deviation of about 0.5 m occurred, so it was found that the vehicle 
can run if the road width is about 1.5 m. However, this method can be applied to only straight 
paths (no problem if it is a gentle curve), and another method (Haginiwa et al., 2015) using a sign 
is adopted for turning at a corner. Furthermore, in narrow passages that require precise running 
control, we adopt conventional running with magnetic tape. Therefore, for practical use in the 
future, it is necessary to make a comprehensive control method that can switch between the 
method proposed this time, control using signs, and control using magnetic tape. 
 
We found that the mobile terminal can be applied to embedded systems by adopting a relatively 
simple control method in our proposal, and achieved our research purpose. It is possible to build 
a system that is easy to use even for users who are unfamiliar with computers working on the 
manufacturing plant line, since the tablet PC has an interface similar to that of a smartphone. In 
the future, we will consider applying mobile terminals to various control systems in such an 
environment. 
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