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EDITORIAL PREFACE 

 
The International Journal of Image Processing (IJIP) is an effective medium for interchange of 
high quality theoretical and applied research in the Image Processing domain from theoretical 
research to application development. This is the sixth issue of volume six of IJIP. The Journal is 
published bi-monthly, with papers being peer reviewed to high international standards. IJIP 
emphasizes on efficient and effective image technologies, and provides a central for a deeper 
understanding in the discipline by encouraging the quantitative comparison and performance 
evaluation of the emerging components of image processing. IJIP comprehensively cover the 
system, processing and application aspects of image processing. Some of the important topics 
are architecture of imaging and vision systems, chemical and spectral sensitization, coding and 
transmission, generation and display, image processing: coding analysis and recognition, 
photopolymers, visual inspection etc.   

 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Starting with volume 7, 2013, IJIP will be appearing in more focused issues. Besides normal 
publications, IJIP intends to organize special issues on more focused topics. Each special issue 
will have a designated editor (editors) – either member of the editorial board or another 
recognized specialist in the respective field. 
 
IJIP gives an opportunity to scientists, researchers, engineers and vendors from different 
disciplines of image processing to share the ideas, identify problems, investigate relevant issues, 
share common interests, explore new approaches, and initiate possible collaborative research 
and system development. This journal is helpful for the researchers and R&D engineers, 
scientists all those persons who are involve in image processing in any shape.  
 
Highly professional scholars give their efforts, valuable time, expertise and motivation to IJIP as 
Editorial board members. All submissions are evaluated by the International Editorial Board. The 
International Editorial Board ensures that significant developments in image processing from 
around the world are reflected in the IJIP publications. 
 
IJIP editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper 
submission to paper publication are controlled through electronic systems that include electronic 
submission, editorial panel and review system that ensures rapid decision with least delays in the 
publication processes.  
 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for IJIP. We would like to remind you that the 
success of our journal depends directly on the number of quality articles submitted for review. 
Accordingly, we would like to request your participation by submitting quality manuscripts for 
review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. IJIP provides authors with high quality, helpful reviews that are shaped to assist authors 
in improving their manuscripts.  
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Abstract 

 
In image recovery image inpainting has become essential content and crucial topic in research of a 
new era. The objective is to restore the image with the surrounding information or modifying an 
image in a way that looks natural for the viewer. The process involves transporting and diffusing 
image information.   In this paper to inpaint an image cloning concept has been used. Multiscale 
transformation method is used for cloning process of an image inpainting. Results are compared 
with conventional methods namely Taylor expansion method, poisson editing, Shepard’s method. 
Experimental analysis verifies better results and shows that Shepard’s method using multiscale 
transformation not only restores small scale damages but also large damaged area and useful in 
duplication of image information in an image. 
 
Keywords: Image inpainting; Multiscale transformation; seamless cloning; poisson editing; 

 
 
1. INTRODUCTION 

Since from the period of Renascence the technique of inpainting for missing area has been in 
practice. Image inpainting is nothing but restoring damaged region with information available in the 
surrounding area.  It also includes modifying image with the help of inpainting algorithms. It is 
essential to fill the damaged region in such a way that it should not be identifiable by the viewer. 
 
The artist starts canvassing from the external damaged region towards internal region to fill the 
damaged region, so that the image looks even. Based on this idea Bertalmio has proposed PDE-
based algorithm for image inpainting [1] and [2], called as BSCB model. Chan and Shen presented 
a Total Variation model based on Rudin-Osher-Fatemi’s Denoising bounded variation image model 
[3]. Atzori and de Natale introduced edge based algorithm for image inpainting [4]. A number of 
approaches have been introduced in later stages. But these can apply to repair small cracks and 
small scale damages of inpainted image. Another method has been proposed by using block of 
image to fill damaged region by Criminisi called block-based structure synthesis [5] and [6] and by 
Efros [7]. The main idea of this technique is to select appropriate size block of the damaged image 
in such a way that block should fill the damaged region. But this kind of algorithms need long time to 
repair damaged area. 
 
In recent year mean-value-coordinate-theory [8] and adaptive grid techniques are used for seamless 
cloning which is used in image fusion and image reproduction. But these algorithms need lot of 
preprocessing and take much duration for seamless cloning. Image inpainting using Shepard’s 
method using multiscale transformation method takes less time for cloning of a target region and as 
well as filling block within damaged region. The results are compared with conventional methods 
namely Taylor Series Method, Poisson editing, cloning using multiscale transformation. 
Experimental results show validity of image inpainting technique using Shepard’s method. 
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2. IMAGE INPAINTING METHODS 
Consider area R and area to be inpainted as Ω. Following methods are used for image inpainting. 
 
2.1 Taylor Series Method 

Taylor series expansion [9] for image inpainting is used to repair damaged image and to remove 
unwanted objects in an image. Taylor series expansion uses heat equation of the Partial Differential 
Equation (PDE). This fills the omega by using the information present on the left and the right side of 
the damaged area depending on the shape, color and texture. Second order Taylor series is 
obtained by approximating  on Taylor series expansion given as:  
 

                                                           (1) 

 
This method recovers damaged area and removes unwanted objects of image but the process is 
slow and recovered area is not seamless. 
    
2.2 Cloning Algorithms 

In recovery from the damaged image cloning algorithms are used, in which the user specifies the 
co-ordinates for the area known as source domain. Damaged area is target domain. To interpolate 
the source domain with target domain seamlessly cloning algorithms are used. Steps of algorithms: 
1. Identify the co-ordinate of target domain. 

2. Specify the approximate co-ordinates of source domain which is to be used for recovery. 

3. Mask source domain and select the region of interest. 

4. Apply cloning algorithms namely poisson editing, Multiscale transformation method, 

Shepard’s method to get the seamless inpainted image.  

 
2.2.1    Poisson Editing 

Poisson editing method [10] is a mathematical tool used for seamless editing and deriving cloning of 
selected region. Poisson editing includes Poisson equation:  
                                                                                                                     (2) 
With Dirichlet boundary condition:    
                                                                                                                                            (3)  

where g is target cloning domain and f is source cloning domain. Point  represents point on 

boundary  for interpolation of source and target domain.  This algorithm uses laplacian pyramid 
[11]. This incorporates cloning to remove and add objects seamlessly. 
 
2.2.2 Multiscale transformation method 

The method consists of multiscale scheme which resembles the Laplacian pyramid[12]. Repeatedly 
upsampling and downsampling are performed over image and convolved with and fixed width 
kernels, so as to operate on all scales of images [9].  
 
Multiscale transformation is performed on both source region and masked target region. The 
forward transformation consists of convolving signal with filter h1and by factor of two it is 
subsampled. On subsampled data the process is repeated. At each level unsampled and unfiltered 
data is kept and compute: 

 

                                                                                                                                           (4) 
 

                                                                                                                             (5) 
 

Where  denotes level and  denotes unfiltered data. ↓ represents subsampling operator.  
initiates the transfer where a represent input signal. 
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The backward signal consists of upsampling signal by adding zero in between two samples and 
convolving with filter h2. Combine the upsampled data with stored data at each level after 
convolving it with another filter g as : 
 

                                                                                                            (6) 

 
↑ denotes upsampling by zero. Choose h1, h2, g filter so as to accurately isolate and reconstruct 
lower frequency bands of original data. To keep number of operations O(n)the filter must be small 
and finite. 
   
2.2.3  Shepard’s  method 

By constructing smooth membrane it is possible to formulate seamless image cloning as boundary 
value problems can be effectively solved. By approximating Shepard’s scattered data interpolation 
method using a convolution pyramid is easy to construct suitable membrane faster. If region of 
interest is denoted by Ω, and b(x) is the boundary value to interpolate these values inside Ω, 
Shepard’s method defines the interpolant r at x as a weighted average of known boundary values:  

 

                                                                                                                          (7) 

 
Where  are the boundary points. The weight function of satisfactory membrane interpolation is 
obtained by: 

 
                                                                                                    (8)    

Defining   as an extension of b to the entire domain, to rewrite Shepard’s method in terms of 
convolutions is given by: 

 

                                                                           (9) 

If   is the characteristic function corresponding to , the ratio of convolutions is as follows: 
 

                                                                                                                       (10) 

    

3. RESULTS AND COMPARISON 
In order to verify the image inpainting algorithm based on cloning concept is used on more than ten 
images with different level of damages. Consider image1 of figure 1 is damaged image which shows 
the image of a wall but some text has been written on image. The algorithms discussed in this paper 
are applied on image1 to remove the text. Images of figure 2 (a), (b), (c), (d) show inpainted image 
after applying Taylor Series method, Poisson editing method, multiscale transformation method and 
Shepard’s method respectively. Inpainted images are compared with original images using mean 
square error (MSE) and peak signal noise ratio (PSNR). By comparing results of cloning algorithms 
and traditional method it shows that Shepard’s methods achieve high efficiency in terms of time and 
error factors. These methods used for recovering large scale damaged region and for duplicating 
objects of images unlike Taylor expansion method which is used only on small scale damages. 
Hence cloning algorithm used for image inpainting achieves good results and overcomes the issues 
of traditional method to repair damaged image. 
 
Multiscale transformation, Shepard’s method, poisson editing algorithm give results more seamless 
than and Taylor series. Time complexity of MVSC and Taylor series are higher.Taylor Series 
algorithms are used only for object removal but algorithms of convolution pyramid can replicate the 
objects within the image as modification in the image.User interaction is more in Taylor expansion. 
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Figure 3 is considered as a sample image for object duplication. Images of figure 4 (a), (b), (c) are 
the inpainted images using poisson editing, multiscale transformation and Shepard’s method 
respectively for manipulation in a sample image with duplicated small bird which is seamless.   
 
 

 
 

Figure1: Damaged image Considered as image1. 
 
 
 

    
                              (a)                           (b)                              (c)                             (d) 

Figure2: Inpainted images with removed distorted area. 
 
 
 

 Taylor series Poisson Editing Multiscale 
Transformation 

Shepard’s 
Method 

PSNR  MSE PSNR MSE PSNR MSE PSNR MSE 

Image 1 37.34 0.2678 46.62 0.2173 66.35 0.1507 66.4 0.1506 

Image 2 24.18 0.4135 32.96 0.3282 37.29 0.2681 37.31 0.25 

Image 3 65.68 0.1167 68.65 0.1056 93.46 0.1053 95.13 0.0954 

 
Table1: MSE and PSNR values of inpainted images 

 
 

      
Figure 3: Sample image 

 



Shrilaxmi Deshpande & Shalini Bhatia 

International Journal for Image Processing (IJIP), Volume (6): Issue (6): 2012 401 

             
                             (a)                                               (b)                                               (c) 

Figure 4: Inpainted images with duplicated object for image manipulation. 
 

 

4. CONCLUSION 
This paper discusses not only methods for removing occlusion as well as scratches from image but 
also replicate the objects. For cloning of target region which is to be filled in damaged region is 
cloned using Poisson editing, multiscale transformation and Shepard’s method. Taylore series 
method uses PDE based algorithm and poisson editing algorithm uses Laplacian membrane and 
Dirichlet equation where as Multiscale Transformation and Shepard’s method use optimized filters 
which are commonly used in computer graphics.  Time complexity of Multiscale transformation, 
Shepard’s method, poisson editing algorithm is less than Taylor series algorithm. The experimental 
result shows that the Shepard’s method using multiscale transformation is more efficient than other 
methods and algorithm is fast, iterative, simple to implement and provides good results.   
 

5. FURTHER WORK 
Using above mentioned methods it is possible to duplicate objects in an image and recover 
damaged image. But it is not possible to deform the objects of an image. Future work includes 
embedding mesh deformation algorithm for an object, so that inpainted image will have deformed 
object in it.   
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Abstract 

 
Image segmentation is one of the most studied problems in image analysis, computer vision, 
pattern recognition etc. Edge detection is a discontinuity based approach used for image 
segmentation. An edge detection using fuzzy set is proposed here, where an image is considered 
as a fuzzy set and pixels are taken as elements of fuzzy set. The proposed approach converts 
the color image to a partially segmented image; finally an edge detector is convolved over the 
partially segmented image to obtain an edged image. The approach is implemented using 
MATLAB 7.11. (R2010b). In this paper, an attempt is made to evaluate edge detection using 
ground truth for quantitative and qualitative comparison. 30 BSD (Berkeley Segmentation 
Database) images and respective ground truths are used for experimentation. Performance 
parameters used are PSNR (dB) and Performance ratio (PR) of true to false edges. Experimental 
results shows that the proposed approach gives higher PSNR and PR values when compared 
with Canny’s edge detection algorithm under almost all scenarios. The proposed approach 
reduces false edge detection and identification of double edges are minimum. 
 
Keywords: Edge Detection, Fuzzy Set, BSD (Berkeley Segmentation Database), Ground Truth, 
PSNR. 

 
 
1. INTRODUCTION 

Image Segmentation is an important and difficult task in low level image processing, image 
analysis etc. Edge detection is one of the important techniques used for image segmentation. 
Earlier the segmentation algorithms were divided into two groups. 1) Discontinuity based 
approach (Edge detection) and 2) Similarity based approach (Thresholding, Region Growing). 
Each of these methods has their own advantages and disadvantages. At earlier stages of 
research on image segmentation, edge detection (Like Prewitt, Sobel) was gaining more attention 
compared to region growing. Image Segmentation process simplifies, further analysis of images 
by reducing the amount of data to be processed significantly, at the same time useful structural 
information of object boundaries are preserved. There are numerous applications of image 
segmentation like Remote Sensing, Analysis of Medical Images, Industrial Machine Vision for 
Product Assembly and Inspection, Automated Target Detection and Tracking, Fingerprint 
Recognition, Face Recognition, Astronomical Study etc. As a result it remains an active area of 
research.  
 
1.1 Edge Detection 
An edge is a sudden change in the pixel intensity of the image. It contains the critical 
characteristics and important features of an image. An edge is a boundary between the object 
and its background, also the process of detecting boundaries between object and background in 
image is known as edge detection. It facilitates, further processing of image like feature selection 
etc. These all put together edge detection as one of the most important task in computer vision 
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and image processing. In recent years, researchers have applied various soft computing 
techniques for edge detection to improve segmentation results for various images and to enhance 
edge detection technique. Canny [1] proposed a method which is able to detect both strong and 
weak edges and look more promising to detect edges under noisy conditions. In [2] comparative 
analysis of various edge detection techniques is given. It is shown that Canny, LOG, Sobel, 
Prewitt, Roberts’s exhibit better performance, respectively.  
 
1.2. Characteristics of Edge Detector. 
1. To identify less number of false edges and detection of real edges should be maximum. 
2. The marked pixels should be closer to the true edge. 
3. Error of detecting more than one response to single edge (double edges) should be less. 
4. To design one edge detector that performs well in several contexts (Satellite images, face 
recognition, medical images, natural images etc.) 
 
This paper is organized as follows: Section (2) emphasizes on work done on edge detection and 
image segmentation using soft computing approaches with images and parameters used for 
evaluation. Proposed approach is presented in Section (3). Experimental setup and results are 
shown in Section (4) and conclusion and future scope are discussed in Section (5).  
 

2. RELATED WORK 

Several approaches have been proposed for edge detection, a few of them are discussed here. 
Konishi and et al. [12] formulate edge detection as a statistical inference. They used pre-
segmented images to learn the probability distributions of filter responses conditioned on whether 
they are evaluated on or off an edge. Ground truths of images are considered and performance is 
measured on Receiver Operator Characteristic (ROC) curves basis. The main disadvantage of 
this method is, it uses pre-segmented images for learning on one dataset of images and then it is 
applied on other dataset. J Patel and et al. [7] proposed an algorithm based on fuzzy systems 
and fuzzy rules, where Sobel and Lapalacian values are computed and applied to fuzzy system. 
The proposed approach reduces false edge detection and detection of multiple responses to a 
single edge is less when compared to Sobel and Laplacian methods. Ground truth evaluation was 
not discussed here. An algorithm to detect continuous and smooth edges using particle swarm 
optimization was proposed by Mahdi Setayesh and et al. [14]. The results showed that the 
algorithm performs better and less sensitive to impulsive noise than Canny. The algorithm takes 
much longer time to execute when compared to Canny method. An approach for edge detection 
using independent component analysis is proposed by Mendhurwar and et al. [15], the proposed 
approach works well under noisy conditions when compared with Canny’s method. The 
performance is compared on PSNR and no ground truth evaluations of images are considered. 
The method is robust to noise and detect better edges under noisy conditions. Abdallah A. 
Alshennawy and Ayman A. Aly [8] proposed a fuzzy logic technique for edge detection without 
determining the threshold value. The algorithm works well and gives line smoothness and straight 
for the straight lines, corners get sharper and less detection of double edges when compared to 
Sobel method, Ground truth evaluation was absent. Many of these approaches discussed here 
evaluate edge detection without using ground truth of images, results in perplexity for quantitative 
and qualitative performance evaluation of approaches. 
 

3. PROPOSED APPROACH 
In this paper, an approach for edge detection using fuzzy set theory is proposed. In Psychological 
terms, when humans view a color object, we tend to describe it by its hue, saturation and intensity 
(H, S, I). Keeping in mind these terms, first RGB color image is converted into HSI image. We, as 
humans perceive image primarily due to dominant wavelength of light reflected by an object i.e. 
Hue and amount of light reflected by that object i.e. Intensity. Using this fact, saturation 
component is removed from HSI image and hue and intensity components are added to form a 
new hue and intensity (HI) image. The pixel values in the range [0 to 1] are mapped to [0 to 255] 
to make computations easier to understand. The obtained (hue and intensity) HI image looks like 
a gray image with pixel values from 0 to 255.  
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3.1 Fuzzy Membership of Pixels 
This HI image is considered as a fuzzy set and the pixels are taken as elements of a fuzzy set. 
Fuzzy membership of pixel elements is defined based on their constant gray (HI) value. Maximum 
number of pixels having a constant gray value has the highest degree of membership i.e. 1. 
Similarly, second maximum set of pixels having constant gray value (pixel value) has the next 
membership i.e. less than 1. Each pixel in an image holds their membership value depending 
upon number of pixels having same pixel (gray) value. Now a pixel in this Fuzzy image (Set) has 
three features: 
 
1. Spatial co-ordinates i.e. (x, y) co-ordinates. 
2. Pixel Value (gray value). 
3. Fuzzy membership (membership value). 
 
The fuzzy Set F of image is defined as follows: 
 
F= {(x, µF(x), x ∈ X}, where µF(x) denotes the membership value of (pixel) element x in (Image) 
Fuzzy Set F. 
 
The next step is to employ fuzzy rule on all set of pixels, which results in a partially segmented 
image. Let A be the set of pixels in fuzzy set F with constant gray value g1 and membership value 
m1. Similarly, let B be the set of pixels in the same fuzzy set F with constant gray value g2 and 
membership value m2. Let C (g3, m3) be the union of the two sets A and B holds true if it 
satisfies following conditions: 
 
1) If difference between membership values of A and B is less than or equal to 0.2 (|m1-m2| 
<=0.2). 
2) Difference between gray values of A and B is less than or equal to 32 (|g1-g2|<=32). 
 
If the pixel sets satisfies above two conditions then a new set C(m3,g3) is created using set A and 
B i.e. C=(AUB), where m3=max(m1,m2) and g3=respective gray value of max(m1,m2).The two 
pixel sets A and B are replaced by pixel set C in image. This procedure is repeated for all set of 
pixels, results in partially segmented image. Histograms of HI image and partially segmented 
image are shown in Figure (1) and Figure (2) respectively. 
 
 
 

 
FIGURE 1: Histogram of HI image                               FIGURE 2: Histogram of Partially 

                                                                                               Segmented Image.     
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3.2 Edge Detection of Obtained Fuzzy Image  
A 3×1 gradient operator in horizontal and vertical direction is shown in Figure (a). These masks 
are convolved over partially segmented image obtained in step 3.1. Gx, Gy are used to detect 
edges in horizontal and vertical directions respectively. 
                                     
                                        Gx                                                Gy                       

1 

0 

-1 

 
FIGURE (a): 3×1 Edge operator 

 
The resultant magnitude of edge pixels are calculated using equation (3.1) 

2 2G= (Gx) +(Gy)
                                               (3.1) 

These 3×1 masks requires less computations to detect edges compared to other 3×3 masks used 
(Like Prewitt, Sobel). It also reduces blurring effect while detecting edges. Generally, real image 
comprises of both strong and weak edges. Here, two thresholds are set for edges, higher 
threshold and lower threshold. Edges above higher threshold are strong edges and edges above 
lower threshold are weak edges. Higher threshold value used is 0.3 for strong edges and for 
weak edges lower threshold is 0.4 × high threshold. Figure (3) shows the original, partially 
segmented, ground truth and obtained edged image in (a) (b) (c) and (d) respectively. 
 

 
(a)  

 
(b)  

 
(c)  

 
(d)  

 
FIGURE 3: (a) BSD image, (b) Partially Segmented, (c) Ground Truth, (d) Proposed Approach 

 
 

4. EXPERIMENTAL SETUP AND RESULTS 
The approach is simulated using MATLAB 7.11 (R2010b). BSD (Berkeley Segmentation Dataset) 
images [5] and respective ground truths are used for experimentation. Performance parameters 
used are PSNR and PR (Ratio of true to False Edges). Results shows that the proposed 
approach detect real edges as shown in ground truth and gives higher PR. Performance Ratio 
(PR) is the ratio of true to false edges. It is calculated as given in equation (4.1). 
 
                               True Edges (Edge pixels identified as Edges) 
           PR=                                                        ×100           (4.1) 
                              False Edges (Non edge pixels identified as edges) +  
                                  (Edge pixels identified as Non-Edge pixels) 
 
 
The performance and comparative results are shown in Table 4.1. The proposed approach is 
compared with Canny’s algorithm using Ground Truth of respective images. Results show that 
the proposed approach gives higher PSNR and PR than Canny’s approach. After number of 

1 0 -1 
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experiments it is found that the default sigma value available in Matlab 7.11 i.e. 1 and 
threshold=0.3 for Canny approach offer better result than other sigma and threshold values. Here 
threshold value =0.3 and default sigma=1 for Canny is used for comparison. In proposed 
approach higher threshold value used is 0.3 for strong edges and for weak edges lower threshold 
is 0.4 × high threshold. As thickness of edge determines whether an edge is strong or weak edge, 
to distinguish between strong and weak edges thinning operation is not performed on the 
resultant edged image. Resultant edged image and respective ground truth of images are shown 
in Figure (4) through Figure (6).  
 
 

BSD Image  Proposed (T=0.3) Canny (T=0.3,σ=1) 

No. PSNR(dB) PR PSNR(dB) PR 

135069 23.9931 28.0419 23.9735 14.1513 

176039 23.487 10.113 23.4721 6.9261 

15088 23.3953 17.7663 23.3726 8.8939 

12074 23.246 10.8485 23.2335 7.2393 

210088 23.0247 13.2036 23.0153 8.7167 

28075 22.981 8.1661 22.9767 8.2033 

108073 21.5224 10.3232 21.5102 5.8069 

3096 21.4337 9.5958 21.4189 5.5835 

134052 21.2345 11.0943 21.2264 6.4736 

189080 20.9949 12.4702 20.9795 8.993 

189011 20.6976 10.5861 20.6882 6.3055 

253036 20.4997 21.8664 20.4877 12.6724 

8068 20.1987 4.951 20.1962 4.9881 

310007 20.1268 15.2524 20.122 11.3261 

3063 20.0554 4.3045 20.0496 4.0618 

118035 19.9305 17.5689 19.9168 10.3822 

41004 19.8741 15.4356 19.8647 9.2601 

23025 19.7884 11.2603 19.7855 10.5085 

176035 19.758 11.4857 19.7472 6.8046 

113044 19.442 16.7319 19.4237 11.3814 

197017 19.2163 14.7429 19.2133 11.1349 

181018 19.121 10.4562 19.1163 7.4872 

35070 18.9703 23.8817 18.9636 16.6493 

163014 18.7961 16.2093 18.7877 10.9464 

101087 18.423 11.1953 18.417 9.962 

157055 18.174 11.6058 18.1672 9.8996 

242078 18.1425 16.5446 18.1324 11.006 

42049 17.9908 27.2644 17.9737 14.8333 

245051 17.3586 26.2115 17.3408 13.9813 

35010 17.2309 21.85 17.214 12.5393 
 

TABLE 4.1: Comparison of Approaches. 
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FIGURE 4: Column (a) Image No., Column (b) BSD image, 

Column (c) Ground Truth, Column (d) Canny’s  approach, Column (e) Proposed approach 
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FIGURE 5: Column (a) Image No., Column (b) BSD image,Column (c) Ground Truth,  

Column (d) Canny’s  approach, Column (e) Proposed approach 
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35070 
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(a) (b) (c) (d) (e) 
 

FIGURE 6: Column (a) Image No., Column (b) BSD image,Column (c) Ground Truth, 
Column (d) Canny’s  approach, Column (e) Proposed approach 

 

 

5. CONCLUSION AND FUTURE SCOPE 
Edge detection is one of the important techniques used for image segmentation. Image 
segmentation remains a puzzled problem even after four decades of research. In this paper, a 
soft computing approach based on Fuzzy Set is proposed for edge detection, where an image is 
considered as a Fuzzy Set and pixels are taken as elements of Fuzzy Set. The fuzzy approach 
converts the color image to a partially segmented image, finally an edge detector is convolved 
over the partially segmented image to obtain edged image. As, proposed edge operator does not 
perform blurring on image, double edges are less identified. Generally real images comprises of 
both strong and weak edges. The proposed approach gives both strong and weak edges having 
different edge strength using higher and lower thresholds.  
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As mentioned in [4] decades of research on edge detection has produced N edge detectors 
without a solid basis to evaluate the performance. Many researchers compare edge detection 
algorithms without using ground truth of images, results in perplexity to evaluate and compare 
these algorithms. In this paper, an attempt is made to evaluate edge detection using ground truth 
for quantitative and qualitative comparison. Experimentation is carried out using BSD (Berkeley 
Segmentation Database) images [5] and respective Ground Truths. The performance evaluation 
parameters used are PSNR and PR (Ratio of True to false Edges). Experimental Results shows 
that the proposed approach gives higher PSNR and PR values compared to Canny’s approach. It 
reduces false edge detection and identification of double edges are minimum, Also the marked 
pixel is closer to the true edge. Here memberships of pixels are calculated based on their 
constant gray (HI) value. In future, using spatial co-ordinates, different combinations color 
components of different color models, fuzzy membership of pixels can be calculated.  
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Abstract 

 
Image analysis is one of the important tasks to obtain the information about earth surface. To 
detect and mark a particular land area, it is required to have the image from remote place. To 
recognize the same, the accurate boundary of that area has to be detected. In this paper, the 
example of remote sensing image has been considered. The accurate detection of the boundary 
is a complex task. A novel method has been proposed in this paper to detect the boundary of 
such land. Mathematical morphology is a simple and efficient method for this type of task. The 
morphological analysis is performed using structure elements (SE). By using mathematical 
morphology the images can be enhanced and then the boundary can be detected easily. 
Simultaneously the noise is removed by using the proposed model. The results exhibit the 
performance of the proposed method. 
 
Keywords: Remote Sensing images ; Edge detection; Gray- scale Morphological analysis, 
Structuring Element (SE). 

 
 
1. INTRODUCTION 

Remote sensing includes the choice of sensors, the reception, and processing of signal data. It is 
important aspect to study about the image boundary for further processing like detection, 
classification, and segmentation etc. of the interested images. Mathematical Morphology is the 
process to analyze image and that derives from set theory. It is based on shape of the image. 
Morphological analysis is used with the structure element (SE) that has certain structures and 
features for measuring and processing image. Small-scale structure element is sensitive to edge 
signals but also prone to noise, whereas large-scale structure element is robust to noise but could 
filter out fine details. In this paper, a novel mathematical morphology edge detection algorithm is 
proposed to detect edges in remote sensing images that detects the edges as well as removes 
the noise better than the traditional methods for edge detection. 
 
The paper is organized as follows. Section-II reviews the previous work; section-III describes 
some operators for boundary detection. Section-IV follows the proposed method and the result 
follows it in section-V. In the last section-VI, concludes the work. 
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2. REVIEW OF LITERATURE 

Reconstruction is a very useful operator provided by mathematical morphology. The 
reconstruction transformation is relatively well-known in the binary case, where it simply extracts 
the connected components of an image which are “marked" by another image. In [1], the paper 
has three major goals: the first one is to provide a formal definition of grayscale reconstruction in 
the discrete case. In fact, they proposed two equivalent definitions: 
 
The first one is based on the threshold superposition principle and the second one relies on 
grayscale geodesic dilations. The second part of the paper illustrates the use of binary and 
especially grayscale reconstruction in image analysis applications: examples proving the interest 
of grayscale reconstruction for such tasks as image filtering, extrema, domes and basins 
extraction in grayscale images, “top-hat" by reconstruction, binary and grayscale segmentation, 
etc., is discussed. 
 
Most of the information about the image can be obtained from the boundary. The function of 
boundary detection is to identify the edges of homogeneous regions in an image based on 
properties such as intensity and texture. A lot of work has been done in this field. Several 
algorithms have been developed based on computation of the intensity gradient vector, which, in 
general, is sensitive to noise in the image. In order to suppress the noise, some spatial averaging 
may be combined with differentiation such as the Laplacian of Gaussian operator and the 
detection of zero crossing. Traditional edge detection like gradient operator, Robert operator, the 
Sobel operator, the Prewitt operator are the evaluation of derivatives of the image intensity. In [2], 
Raman Maini and J. S. Sobel evaluated the performance of the Prewitt edge detector for noisy 
image and demonstrated that the Prewitt edge detector works quite well for digital image 
corrupted with Poisson noise whereas its performance decreases sharply for other kind of noise. 
Davis, L. S. in [3], has suggested Gaussian pre-convolution for this purpose. However, all the 
Gaussian and Gaussian-like smoothing filters, while smoothing out the noise, also remove 
genuine high frequency edge features, degrade localization and degrade the detection of low 
contrast edges. The classical operators emphasize the high frequency components in the image 
and therefore act poorly in cases of moderate low SNR and/or low spatial resolution of the 
imaging device. Shin, M.C et al. in [4] presented an evaluation of edge detector performance 
using a structure from motion task. They found that the Canny detector had the best test 
performance and the best robustness in convergence and is one of the faster executing 
detectors. Rital, S. et al. in [5] proposed a new algorithm of edge detection based on properties of 
hyper graph theory and showed this algorithm is accurate, robust on both synthetic and real 
image corrupted by noise. Li Dong Zhang and Du Yan Bi in [6] presented an edge detection 
algorithm that the gradient image is segmented in two orthogonal orientations and local maxima 
are derived from the section curves. They showed that their algorithm can improve the edge 
resolution and insensitivity to noise. Fesharaki, M.N.and Hellestrand, G.R [7] presented a new 
edge detection algorithm based on a statistical approach using the student t-test. They selected a 
5x5 window and partitioned into eight different orientations in order to detect edges. One of the 
partitioning matched with the direction of the edge in the image shows the highest values for the 
defined statistic in that algorithm. They show that this method suppresses noise significantly with 
preserving edges without a prior knowledge about the power of noise in the image. Canny [8] 
derived analytically optimal step edge operators and showed that the first derivative of Gaussian 
filter is a good approximation of such operators. An alternative to gradient techniques is based on 
statistical approaches. The idea is to examine the distribution of intensity values in the 
neighborhood of a given pixel and determine if the pixel is to be classified as an edge. In 
comparison with the differential approaches, less attention has been paid to statistical 
approaches. In [9], the authors have used PERCLOS algorithm in order to detect boundary of the 
objects in the image. In [10], the method of morphology has been applied for biomedical images. 
As per the authors it was shown an excellent performance. 
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3. STANDARD METHODS FOR BOUNDARY DETECTION  
An operator for boundary detection is determined as the neighborhood operation that determines 
the extent to which each pixel's neighborhood can be partitioned by a simple arc passing through 
the pixel where pixels in the neighborhood on one side of the arc have one predominant value 
and pixels in the neighborhood on the other side of the arc have a different predominant value. 
Usually gradient operators, Laplacian operators, zero-crossing operators are used for edge 
detection. Mathematical morphology is developed from set theory. It was introduced by Matheron 
[11] as a technique for analyzing geometric structure of metallic and geologic samples. It was 
extended to image analysis by Serra [12]. As it is based on set theory, its operation is defined by 
set arithmetic and is to be represented by the set. 
 
Some of the techniques for edge detection are mentioned below and are the traditional operators: 
1. Sobel operator 
2. Canny edge detection 
3. Prewitt operator 
4. Laplacian of Gaussian 
5. Roberts edge detection 
 
Sobel operator is based on convolving the image with a small, separable, and integer valued filter 
in horizontal and vertical and is therefore relatively inexpensive in terms of computations. Canny 
uses a multistage algorithm to detect a wide range of edges in images. Prewitt operator masks 
are the one of the oldest and best understood methods of detecting edges in images. Multiple 
masks are used in this method. One for detecting image derivatives in X and another is for 
detecting image derivative in Y. To find edges, a user convolves an image with both masks, 
producing two derivative images (dx and dy). The strength of the edge at given location is then 
the square root of the sum of the squares of these two derivatives. Roberts method is used 
frequently for hardware implementations for simplicity and speed are dominant factors [13, 14]. 

 
4. PROPOSED METHOD 
The remote sensing image of island is collected from [15]. In this method, the image is 
represented using structuring element (SE). SE is characteristic of certain structure and feature, 
to measure the shape of image and then carry out the processing steps. The aim of this 
transformation is to search the special set structure of original set. The transformed set includes 
the information of the special set structure and the transformation is realized by special 
structuring element. Therefore, the result is correlative to some characteristics of structuring 
element. 
The basic mathematical morphological operators are dilation and erosion and the other 
morphological operations are the synthesization of the two basic operations.  
 
Let A (x, y) denote a grey-scale two dimensional image, B(s, t) denote structuring element.  
 
Proposed Algorithm: 
The following steps are stated for the algorithm of the proposed method: 
1. Acquire the image [15]. 
2. Convert the image into grayscale image. 

The process of conversion to grayscale image is performed as 
 

Grayscale image matrix A (x, y) 
= Red component*0.3+ Green component *0.59+ Blue component *0.11                     (1) 

 
3. Create the suitable structuring elements (SE). The shape of all structuring elements may be 

line based flat, linear or both. 
 

Different structuring elements were selected for the erosion and dilation operations. In order to 
have a basic link between both the operations a difference angle= 90

0   
between the dilation angle 
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and the erosion angle is considered.
 
A division angle of n has been considered which is used for 

generating the number of images i.e. (180
0
/n) which is to be used for the quantitative analysis. 

 
4. Erode the image. Erosion of image A (x, y) by a grey-scale structuring element B (s, t) can be 

performed by 
 

              � � � � ����	,����a�m � j, n � k� � b�j, k��                                     (2) 

 
5. Dilate the image. Dilation of a grey-scale image A (x, y) by a grey-scale structuring element B 

(s, t) can be performed by 
 

                      ��� � ����	,����a�m � j, n � k� � b�j, k��                                       (3) 

 
6. Find the edges using morphological operator for different structuring elements. 

 
                              ��� !�" � !� # �" � !� � �"                                              (4) 

 
7. Then MSE and PSNR were evaluated for different structuring elements as  

 

                           $%� � ∑  '
	() * !+1!�, -" � +2!�, -""/0

�()
                                      (5) 

     where f1 is output image and f2 is input image. 
 

                                      1%23 � 1056�!255//MSE"                                              (6) 
 
Opening and closing of grey-scale image A ( x, y ) by grey-scale structuring element B ( s, t ) are 
denoted respectively by 
 

                                         � < � � !� � �" # �                                                                  (7) 
 

                                         � · � � !���" � �                                                       (8) 
 
Erosion is a transformation of shrinking, which decreases the grey-scale value of the image, while 
dilation is a transformation of expanding, which increases the grey-scale value of the image. But 
both of them are sensitive to the image edge whose grey-scale value changes obviously. Erosion 
filters the inner image while dilation filters the outer image. Opening is erosion followed by dilation 
and closing is dilation followed by erosion. Opening generally smoothes the contour of an image, 
breaks narrow gaps. As opposed to opening, closing tends to fuse narrow breaks, eliminates 
small holes, and fills gaps in the contours. Therefore, morphological operation is used to detect 
image boundary, and at the same time, noise can be eliminated from the image. 
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5. RESULTS   
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE.2: Result with 180

FIGURE3: Result with 135
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FIGURE 1: Original Image
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FIGURE 4: Result with 90

FIGURE 5: Result with 45

FIGURE 6: Result with 0
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FIGURE 7: Result with 120

FIGURE 8: Result with 60

FIGURE 9: Result with 0
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6. CONCLUSION  
The conclusion can be drawn as the boundary detection using mathematical morphology as 
proposed, is more efficient than the traditional methods. Also the method is simple and easy to 
implement. Also it can conclude that the method is most important for initial process in boundary 
detection for noisy images. 
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Abstract 

 
The Active Shape Model – ASM is a class of deformable models that relies on a statistical a priori 
knowledge of shape for the segmentation of structures of interest [5]. The main contribution of 
this work is to integrate a new a priori knowledge about the spatio-temporal shape variation in this 
model. The aim is to define a new more stable method, allowing the reliable detection of 
structures whose shape changes considerably in time. The proposed method is based on two 
types of a priori knowledge: spatial and temporal variation of the shape of the studied structure. It 
was applied first on synthetic sequences then on scintigraphic sequences for tracking the left 
ventricle of the heart. The results were encouraging. 
 
 
Keywords: Active shape model, a priori knowledge, spatio-temporal shape variation, 
scintigraphic sequences. 

 
 
1. INTRODUCTION 
The deformable models [1-6] are certainly the most popular approach in the field of medical 
images segmentation, due to their flexibility and ability to integrate a priori knowledge about the 
anatomical structures. The basic idea is to start with an initial coarse segmentation that will 
evolve gradually, according to several constraints, towards the target contours. These models 
have the advantage of segmenting an image by integrating a global vision of the shape of the 
structure to be extracted. They are widely studied and applied to the static segmentation of rigid 
structures, whether in the 2D case or the 3D case [7]. However, in some medical applications, it 
is sometimes necessary to follow up the spatio-temporal variation of non-rigid structures, whose 
shape varies over time. In this aim, several extensions of deformable models were proposed. For 
example, in [8], the authors propose to track anatomical structures in sequences of images by 
active contour [1] whose initialization in the image i is deduced automatically from the previous 
result in the image	i − 1. In several other works [9-13], the sequence of images is treated in 
a global way and the studied shape variation is described by a single model that evolves over 
time. The majority of these works is focused mainly on the spatio-temporal tracking of cellular 
structures [7, 9] and the left ventricle of the heart [10, 11, 14, 1 5].  
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However, despite the success obtained in some cases, the quality of the results depends on the 
initialization step and the choice of propagation parameters. In addition, the used a priori 
knowledge has generally a global criterion.  
 
The active shape model (ASM) is a particular class of deformable models, introduced by Cootes 
et al. [5] in order to extract complex and non-rigid objects. This model has two major advantages 
compared to the other classes of deformable models. On one hand, the initialization is a mean 
shape of the structure to be segmented.  Thus, it will be very close to the target structure during 
the localization step, which affects advantageously the accuracy of the result. On the other hand, 
the progressive evolution of the initialization is guided by a statistical shape model that describes 
the geometry and the authorized deformation modes of the aimed structure. This reduces the 
solutions space and leads always to acceptable shapes. However, if the structure to be 
segmented changes considerably over time, these two advantages lose much of their interest. 
Because, if the shape variation is very important, the mean shape becomes more general and the 
statistical shape model becomes less precise. Thus, there might be a generation of shapes that is 
far from the target structures. In order to improve the precision of the active shape model in the 
case of segmentation of structures whose shape changes significantly over time, we suggest 
incorporating a new a priori knowledge about the spatio-temporal variation of shape into this 
model. Indeed, we propose to model the spatial variation of the studied structure over time in 
order to define a statistical spatio-temporal shape model. This model, which has to describe 
precisely the shape and the deformation modes of the studied structure at every moment, will be 
then used to guide a spatio-temporal localization stage to segment a sequence of images.  
 
In this paper, we will explain first the steps of the proposed method. Then we will show its 
application on synthetic sequences and on real sequences of scintigraphic images. A 
comparative study between a ground truth drawn by an expert, the ASM and the ASMT, will also 
be established in order to deduce the interest from the integration of an a priori knowledge on the 
spatio-temporal shapes variation. 
 
2. PROPOSED METHOD 
Given a structure whose shape changes over time. At each instant	ݐ, it may take a different shape 
from that taken at an instant	ݐଵ. We suppose that this variation according to time is represented 
by a sequence of images. The aim is the automatic localization, in the most reliable way, of this 
structure in all images of the sequence at the same time.  
The proposed method can be described by figure 1. 

 

 

 

 

 

  

 

FIGURE 1: Proposed method. 

This method requires three main stages: a stage of spatio-temporal shape modelling, a stage of 
grey levels modelling and a stage of spatio-temporal localization which is based on the results of 
both first ones to locate the target structure in a new sequence. 
 
2.1 Stage of spatio-temporal shape modelling 
The objective of this stage is to build a statistical spatio-temporal shapes model which describes 
exactly the variation over time of the non-rigid structure to be segmented.  
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It requires, first of all, the preparation of a spatio-temporal training set, which includes all the 
possible configurations of this structure. 
 
Step 1: Preparation of a spatio-temporal training set 
First, we have to collect a set of sequences of different images, reflecting the possible variations 
of the studied structure. Every sequence must contain the same structure in the same period of 
time and with the same number of images. Then, we have to extract the spatio-temporal shapes 
by putting, carefully, on the contour of every sequence, a sufficient number of landmark points on 
the wished contour. Each sequence is well modelled by a spatio-temporal shape which describes 
both the spatial and temporal variation of the studied structure. Given ܨ the number of images by 
sequence and ܮ the number of landmark points put on each image, the spatio-temporal shape 
that models a sequence ݅ can then be represented by a vector	S୧, constructed by concatenating 
the coordinates of the points defined on the contours of the studied structure through all the 
images in the sequence: 
                                                   S୧ = [u୧ଵ, u୧ଶ, u୧ଷ, …… . u୧]                  (1)    
  
with u୧୨ = [x୧୨ଵ, y୧୨ଵ, x୧୨ଶ, y୧୨ଶ, … . x୧୨, y୧୨] is a vector that models the ܬ௧ shape in the ݅௧ sequence. 
Thus, the spatio-temporal training set will be represented by a set of spatio-temporal shapes:                                ሼ ܵ 	with		݅ = 1… .ܰ			(N	number	of	sequences)ሽ      
 
Step 2: Aligning spatio-temporal shapes  
After extracting spatio-temporal shapes from samples of sequences, an alignment step of shapes 
is required in order to put the corresponding vectors ሼ ܵሽ at a centered position. This allows to 
eliminate the problem of variation in position and in size and to study only the most important 
variation in shape between the various configurations of the studied structure. The alignment 
procedure of the spatio-temporal shapes has the same idea of shapes alignment in the ASM [16]. 
First, it consists in taking, randomly, a spatio-temporal shape on which are aligned all the others. 
Then, in every iteration, a mean spatio-temporal shape is calculated, normalized and on which 
the others will be realigned. This process is stopped when the mean spatio-temporal shape reach 
some stability. 
 
Step 3: Generation of the statistical spatio-temporal shapes model 

The aligned vectorsሼ ܵሽ, resulting from the two previous steps, can be arranged in an observation 
matrix whose size is	(2lF, N). This matrix describes both the spatial and temporal variation of the 
shape of the studied structure. The columns represent the temporal variation while the lines 
represent the spatial variation at each instant	ݐ. The aim is to deduce from this matrix, the modes 
and the amplitudes of the spatio-temporal variation of the studied structure. Using the same 
principle of the ASM, this can be done by applying principal component analysis (PCA) on the 
raw data. Indeed, the main modes of spatio-temporal variation of the studied structure will be 
represented by the principal components deduced from the covariance matrix	Cୱ associated with 
the observation matrix (equation 2). 

                                                           Cୱ = ଵ	∑ dS୧dS୧୲୧ୀଵ                (2) 

where	dS୧ = S୧ − 	Sത is the deviation of the ݅௧	spatio-temporal shape ܵ compared to a mean 
spatio-temporal shape, that is calculated: 

                                                              Sത = ଵ	∑ S୧୧ୀଵ                     (3) 

These principal components are given by the eigenvectors of the matrix	Cୱ, such as:  

                                                              	CୱP୩ = λ୩P୩                      (4)                                           P୩ is the 	ܭ௧ eigenvector of		Cୱ and λ୩	is the corresponding eigenvalue. Each vector represents a 
variability percentage of the variables used to build the covariance matrix.  

The variability percentage represented by each vector is equal to its corresponding eigenvalue. In 
general, we can notice a very fast decreasing of the eigenvalues, which is used to classify the 
corresponding vectors in decreasing order.  
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Therefore, we can choose the first ݐ eigenvectors, which represent the important variability 
percentage, as principal components. Every spatio-temporal shape ܵ can be simply represented 
by the mean spatio-temporal shape and a linear combination of principal components (main 
deformation modes):  

                                                                	S = Sത + Pb                     (5) 

where 	ܵ̅ is the mean spatio-temporal shape, P = (pଵ, pଶ, pଷ … . . , p୲) is the base of ݐ principal 
components and	b = (bଵ, bଶ, bଷ … . . , b୲)୲ is a weight vector representing the projection of the 
spatio-temporal shape	S in the base	P. Generally, the amplitude of the allowable deformation 
following a principal component 	P୩ is limited as follows: 

                                                          −3ඥλ୩ 	≤ b୩ ≤ 3ඥλ୩             (6) 

As a result, from the basic equation (Equation 5) we can deduce infinity of shapes describing the 
spatio-temporal studied structure by choosing correctly the 	b୩ values (equation 6). Equation 5 
defines, then, the statistical spatio-temporal shapes model, which defines an allowable 
deformation space for spatio-temporal studied structure.  
This model will be used in the spatio-temporal localization stage to guide the evolution in such a 
way that it is only in the allowable space. Finally, this first step can be defined by the following 
functional algorithm: 

 
 
 
 
 
 
 
 
 
 
 
 
 
2.2 Stage of grey levels modelling 
As for the ASM, in the stage of spatio-temporal localization, the proposed method is based on 
intensities information of the treated sequence. It is about finding an optimal correspondence 
between the properties of luminance of the treated sequence with information of luminance 
collected from sequences samples. For that purpose, in addition to the spatio-temporal shape 
modelling, it is necessary to model the grey levels information from the training sequences. For 
example, ݇ is a sequence in the training set that is composed of three images. This sequence 
represents the variation over time of a structure. We suppose that ten landmark points are 
sufficient to extract the shape of the structure presented in every image (Figure 2). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

GURE 2: Grey levels modelling 

Algorithm 1 : Spatio-temporal shape modelling 

1.  Enter the initial  parameters: 
           Number of sequences of the training set : ܰ 
           Number of images by sequence: 	ܨ  
           Number of  landmark points : 	ܮ  
           Variability percentage to be represented: 	ܲ    
2.   Extract manually the spatio-temporal shapes: ሼ ܵሽ  / i=1...	ܰ     
4.  Align of the spatio-temporal shapes  
5.  Generate of the statistical  spatio-temporal shapes model by   
    PCA :  S = Sത + Pb 
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The grey levels modelling consists in extracting, for each  landmark point i (yellow point) on each 
image j of the sequence k and then through all the training sequences, the grey levels profile g୧୨୩ 
from a segment of length n (red segment), centered in this point		i  and carried by its normal: 
 
                                                g୧୨୩ = [g୧୨୩, g୧୨୩ଵ, g୧୨୩ଶ, … , g୧୨୩୬ିଵ]           (7) 
 
 g୧୨୩୲	(t = 0…n − 1) is the grey level of the		t୲୦ pixel of the examined segment. 
The derivative of this grey levels profile is defined by the expression 8: 
 
                                    dg୧୨୩ = [g୧୨୩ଵ − g୧୨୩, g୧୨୩ଶ − g୧୨୩ଵ,… , g୧୨୩୬ିଵ − g୧୨୩୬ିଶ]            (8) 
                    dg୧୨୩ is a vector of size	(n − 1) , including the differences in grey levels between two successive 
points of the examined segment. The normal derivative of this profile is defined by the expression 
9:           

                                                                y୧୨୩ = ୢౠౡ∑ หୢౠౡ౪หషమౡసబ                     (9) 

 
Through all the images in a sequence and then through all the training sequences, we can define 
for each landmark point	i, a mean normal derivative of the grey levels given by the expression 10: 
 
                                                                yത୧ = ଵ	∑ ∑ y୧୨୩୩ୀଵ୨ୀଵ              (10)     

  
This mean normal derivative related to the point	i , will be used in the stage of spatio-temporal 
localization to move the same point towards a better position. The stage of grey levels modelling 
can be summarized in by the following functional algorithm: 
  

 

 

 

 

 

 

 

 

 

 

 
 
 
2.3 Stage of spatio-temporal localization  
The objective now is to bound the studied structure in a new sequence. A way to achieve this is 
to start with an initial spatio-temporal shape, which will gradually evolve towards the contours of 
the studied structure in all images simultaneously. This idea can provide a procedure of spatio-
temporal localization, which consists in repeating iteratively the following four steps: 
 

Algorithme 2 : Grey levels modelling 

Enter the initial  parameters : 
      Length (in points) of the grey levels profile: n 
      Number of sequences of the training set : N 
      Number of images by sequence: 	F  
      Number of  landmark points: 	l  
Calculate the mean normal derivative for each landmark point : 
For ݅ from 1 to  l do 
       For ݆ from 1 to  F do 
           For ݇	from 1 to N do 
              Extract the profile : ܓܒܑ 
             Calculate the derivative : 	ܓܒܑ܌ 
             Calculate the mean derivative :	ܓܒܑܡ 
             Add  	ܑ܆ = ܑ܆ +  ܓܒܑܡ
           End for 
      End for 

      Calculate the mean normal derivative :    ܡതܑ =  ۼ۴ܑ܆	

End for 
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Step 1: Initialization  
This step consists in putting an initial spatio-temporal shape	S୧	on the treated sequence. This 
shape can be built from a spatio-temporal shape		Sୟ belonging to the training set: 
 
                                                      	S୧ = M(k୧, θ୧)[	Sୟ] + t୧                    (11) 
 

with  	M(k୧, θ୧) = k୧ cos θ୧ − k୧sin θ୧k୧sin θ୧ 		k୧ cos θ୧ ൨  a matrix (2*2) 	t୧ = (t୶୧, t୷୧, t୶୧, t୷୧, t୶୧, t୷୧ … . . t୶୧, t୷୧)   a translation vector of size 2*F*N 	k୧, θ୧ and t୧ are respectively the homothety, rotation and translation to be applied to every point 
of Sୟ in order to build the initialization	S୧. 
 
Step 2: Search for the elementary movement  
Having fixed an initial spatio-temporal shape	S୧, the objective is to determine the elementary 
movement dS in order to slide the landmark points towards a better position; by using the grey 
levels characteristics. We will first address the problem of moving a single landmark point. Then, 
we will show how to calculate the elementary movement of the initial estimate	dS୧. 
Indeed, A is a particular landmark point of	S୧ (Figure 3). 
 

 

 
 
 
 
 
 
 

FIGURE 3: Movement of a landmark point A. The structure to be located is in blue. The initial spatio-
temporal shape is the red curves. 

 
To move the point A to the borders of the studied structure, the idea is to extract from each 
image	j of the processed sequence, a search grey levels profile of length ݉ pixels (with m >>(n −1)) which is centered in A and supported by the normal to the edge passing through this point 
(black segment). 
Then, the point A will be represented by a matrix	H	, defined as follows:  
 
 

 	H	is a matrix of ݉	 ∗  combinations where each column represents the search profile on the ܨ	
image	j. (	g୨୩ is the level grey of the k୲୦ pixel on the segment passing by the point A in the j୲୦ 
image).  Knowing that each landmark point A is defined by a mean normal derivative of the grey 
levels yത (information calculated from sequences samples during the stage of grey levels 
modelling), we can calculate, from the matrix	H, a new matrix	 H′(j, ݈) which represents the 
difference between the grey level information surrounding the current point A and that related to 
the same point during the grey levels modelling.  
 

 1 2 … ۴ 
  1 gଵଵ gଶଵ … gଵ 

  2 gଵଶ gଶଶ … gଶ 

  3 gଵଷ gଶଷ … gଷ 

… … … (g୨୩) …ܕ gଵ୫ gଶ୫ … g୫ 

ܪ = 

        t 

Point A 
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This matrix can be defined by the expression (12): 
 
                                         H ′(j, ݈) = (g୨(݈) − yത)୲I୬ିଵ୲ I୬ିଵ	(g୨(݈) − yത)                 (12) 
 
with		j	from	1	to	F, ݈	from	1	to	m and  I୬ିଵ is the identity matrix	(	n − 1).  ݃(݈) is the sub-profile of length	(݊ − 1) centered at the	݈௧ position of the search profile	݃	that 
contains the normal derivative of the intensities. (It is necessary to remind that ݃(݈) and ݕത  
have the same size	(݊ − 1)). The best positions to which has to slide the point A on the treated 
sequence are given by the expression (13):  
 
                                   ൛	p୨ = [min	(H′(j, ݈))]	 	with			j	from	1	to	F	and	݈	from	1	to	m	ൟ            (13) 
 p୨ : is the position to which has to slide the point A on the j୲୦ image.  
Therefore, we can calculate the elementary movements of the particular point A in all the images 
of the sequence, such as: 
                                               ൛	dp୨ = ,൫A܍܋ܖ܉ܜܛܑ܌ p୨൯		with	j	from	1	to	F		ൟ                 (14) 
 
 dp୨ : is the elementary movement of point A in the j୲୦	image.	 ܍܋ܖ܉ܜܛܑ܌ : is the Euclidean distance between the point	A and the position	p୨.  
 
By applying the same principle for the other landmark points of the initial spatio-temporal 
shape	S୧, we can deduce finally the elementary movement	dS୧ : 
 
                                               	dS୧ = ൣdp୨൧			avec		A	from	1	to	L	and		j	from	1	to	F             (15) 
where: L : Number of landmark points. F : Number of images by sequence. 
 
Step 3: Determining the parameters of position and shape 
After determining the elementary movement		dS୧, we must now determine the parameters of 
position and shape to make this movement, while respecting the constraints of spatio-temporal 
deformation imposed by the modelling stage. 
 
-  Determining the position parameters:  
We suppose that the initial estimate 	S୧ is centered in a position (	xୡ,		yୡ) with an orientation θ  and 
an homothety		k. Determining the position parameters means determining the parameters of 
geometric operations	1 + dk, dθ	and	dt = (d	xୡ, 	dyୡ) to be applied to each point of 	S୧ in order to 
reach the new position	(	S୧ + 	dS୧). A simple way to determine these parameters is to align the two 
vectors	S୧ and (	S୧ + 	dS୧) [2]. 
 
- Determining the shape parameters: 
Once the position parameters (1 + dk, dθ	and	dt) are known, it remains to determine the shape 
parameters. That is to say, if we suppose that the initial estimate 	S୧ is defined in the base of the 
principal components by a weight vector	b, we seek to determine the variation db in order to trace (	S୧ + 	dS୧) in the same base. Given that the initial estimate is built from a spatio-temporal shape 	Sୟ belonging to the training set (	S୧ = M(k୧, θ୧)[	Sୟ] + t୧), determining the shape parameters db is 
to solve first in dx the following equation: 
 
                                             M(k୧(1 + dk), θ୧ + dθ)[	Sୟ + dx] + t୧ + dt = 	S୧ + 	dS୧            (16) 
which means  
 
                                             M(k୧(1 + dk), θ୧ + dθ)[	Sୟ + dx] = 	S୧ + 	dS୧ − (t୧ + dt)          (17) 



S Ettaieb, K Hamrouni and S Ruan  

International Journal of image processing (IJIP), Volume (6): Issue (6): 2012 429 

 
but we have                                       	S୧ = M(k୧, θ୧)[	Sୟ] + t୧ 
 
If we replace 	S୧ by its value in the equation (17), we find 
 																																									M(k୧(1 + dk), θ୧ + dθ)[	Sୟ + dx] = M(k୧, θ୧)[	Sୟ] + t୧ + 	dS୧ − (t୧ + dt)       (18)              
But we know that  
                                                    Mିଵ(k, θ)[… . ] = M(kିଵ, −θ)[… . ]                (19) 
 
By applying this rule to the equation (18), we obtain 
 
                           	Sୟ + dx = M((k୧(1 + dk))ିଵ, −(θ୧ + dθ))	[M(k୧, θ୧)[	Sୟ] + 	dS୧ − dt]            (20)   
 
what means that  
 
                                dx = M((k୧(1 + dk))ିଵ, −(θ୧ + dθ))	[M(k୧, θ୧)[	Sୟ] + 	dS୧ − dt] − 	Sୟ       (21) 
 dx is determined in 2 ∗ L ∗ F size. However, we have t modes of variation. Then, we have to 
calculate	dx′, the projection of dx in the base of principal components	P. This can be done by 
adopting the approach of least squares [17]. Indeed, dx′ = wdx with	w = P(P୲P)ିଵP୲ is a 
projection matrix. However, the principal components of P are pairwise orthogonal, meaning 
that	P୲P = I. This, then, gives	dx′ = PP୲dx. We know that	dx′ = Pdb, if we multiply both sides of 
this equation by 	P୲, we can deduce finally the shape parameters	db = P୲dx′. db = (dbଵ, dbଶ, dbଷ, ….db୲ ) is a weight vector allowing to build and to limit the new vector 	(S୧ + 	dS୧)  in the base of principal components (main modes of deformation).  
 
- Movement of the spatio-temporal shape and the limitation of the shape parameters: 
This last step consists in moving 	S୧ to the new position	(	S୧ + 	dS୧ = S୧ଵ), by using the already 
calculated parameters. 
We obtain   
                                        	S୧ଵ = M(k୧(1 + dk), θ୧ + dθ)[	Sୟ + Pdb] + t୧ + dt              (22) 
 
We should note that the shape parameters db = (dbଵ, dbଶ, dbଷ, ….db୲ ) must be limited in the 
allowable intervals of variation defined by the equation (6), to produce acceptable spatio-temporal 
shapes. Indeed, if for example a value db୩ (1 ≤ k ≤ t) exceeds the maximum value in a 
component	k, it will be limited as follows:  
 

۔ۖەۖ                                                               
ۓ if	db୩ > v୫ୟ୶ౡthen	db୩ = v୫ୟ୶ౡif	db୩ < −v୫ୟ୶ౡ				then	db୩ = −v୫ୟ୶ౡ                              (23) 

with v୫ୟ୶ౡ = 3ඥ|λ୩|  is the maximum value of allowable variation following the component	k. λ୩ is 

the eigenvalue related to the component	k. Now, from 	S୧ଵ, we will repeat the same steps to build S୧ଶ  then 		S୧ଷ… and so on, until no significant change is detected or the maximum number of 
iterations is reached. The stage of spatio-temporal localization can be described by the functional 
algorithm 3. 
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3. EXPERIMENTAL RESULTS  
The proposed method is designed mainly for tracking the spatio-temporal variation of the left 
ventricle in scintigraphic sequences of images of the heart. But before moving on to this real 
application, we chose to test the performance of our method on synthetic sequences, in order to 
deduce its effectiveness in an ideal case. 
 
3.1 Validation on synthetic data 
First, we built a database of synthetic sequences, which will serve as a spatio-temporal training 
set. We synthesized ten sequences disturbed by Gaussian noise which parameters are: m = 0.2 
and v = 0.1. Each sequence contains six images of 256 * 256 pixels, simulating the variation over 
time of a simple shape (figure 4.a). During the stage of spatio-temporal shape modelling, thirty 
landmark points were put on each image to extract the studied shape. Each sequence is 
modelled by a spatio-temporal shape which size is 2*30*6 (figure 4.b). The variability percentage 
to be represented is fixed to 95%. The length of the grey levels profile in the modelling stage is 7 
pixels, and in the localization stage, the length of search profile is 19 pixels. The maximum 
number of iterations is fixed to 40. Figure 5 shows an example of a result of spatio-temporal 
localization obtained on a synthetic test sequence. 
 
 

 

 

 
 

 
 
 
 
 
 
 
 

FIGURE 4: (a) Example of a sequence of the synthetic set simulating the variation over time of a simple 
shape (moon). (b) Corresponding spatio-temporal shape. 

 
 
 
 
 

Algorithme 3 : Stage of spatio-temporal localization 

														S୧ାଵ = M(k୧(1 + dk), θ୧ + dθ)[	S୧ + Pdb] + t୧ + dt 

Initialize of a spatio-temporal shape : S୧ 
While (convergence==false and i < nbr_max _iterations) 
        Search of elementary movement:  dS୧    
        Determine the parameters of position and shape :  
                         1 + dk, dθ, dt and db 

     Movement of the spatio-temporal shape and  limitation of the  shape      
parameters: 

   −v୫ୟ୶ౡ  ≤ db୩ ≤ v୫ୟ୶ౡ  

        Convergence=compare (	S୧, 	S୧ାଵ) 
        i=i+1 
  End While                             



S Ettaieb, K Hamrouni and S Ruan  

International Journal of image processing (IJIP), Volume (6): Issue (6): 2012 431 

 

 
 

 

 

 

 

 

 

 

FIGURE 5: Result of spatio-temporal localization obtained on a synthetic sequence. (a) Initialization of the 
mean spatio-temporal shape. (b) Result obtained after 10 iterations. (c) Final localization result after 15 

iterations. 
 

Not surprisingly, we note that the spatio-temporal shape arrived to correctly locate the target 
shape in all images of the sequence. The accuracy of this result can be explained by two points. 
On the one hand, the target contours are quite clear and thus easily detectable.  
On the other hand, we can say that the spatio-temporal shape modelling provided very accurate 
information about the studied shape at each moment. The mean spatio-temporal shape used as 
initialization is very close (in terms of shape) to the target structure on each image, which 
improves the accuracy of the result. This result shows clearly that our method works in a simple 
synthetic case. Further, we will apply it in a real case where even the manual tracing of the target 
contours is difficult. 
 
3.2 Tracking of the left ventricle in scintigraphic sequences of images of the heart 
- Background:  
The heart is a hollow muscle in the middle of the chest, whose role is to circulate cyclically the 
blood in the body. In particular, the left ventricle is considered as the main pumping chamber of 
the heart, because of its great pushing force of the blood through the body against the body 
pressure. In clinical practice, the study of the function of the heart pump then requires necessarily 
to follow up the ventricle contraction, during the cardiac cycle in order to estimate the quantity of 
blood pumped during the corresponding time interval. However, this task is not easy to 
accomplish, especially for the scintigraphic images. This medical imaging modality is 
characterized by a low contrast and a low resolution, where even the manual tracing of the target 
contours is difficult. In this context, several methods are proposed to mark out the left ventricle on 
scintigraphic images. We can distinguish two types of methods: region-based segmentation [18, 
19, 20, 21, 22] and contour-based segmentation [23, 24, 25, 26, 27, 28, 29]. All these works show 
that the marking out of the left ventricle in scintigraphic images is a difficult task. The results often 
depend on the parameters of the used method. We can conclude the importance of using a 
strong a priori knowledge about the studied organ’s physiology and anatomy, in order to develop 
an effective segmentation method. Another important finding is that the developed methods treat 
the scintigraphic images sequences that represent the variation of left ventricle over time image 
by image. This fact is severely affecting the quality of the overall result on an entire sequence. 
For that reason, we thought to exploit a priori knowledge about the spatio-temporal shape 
variation for the marking out of the left ventricle. 
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- Experimentation:  
The application of our contribution for tracking the left ventricle requires first the preparation of a 
spatio-temporal training set, which includes all possible configurations. The image database used 
in this work was provided by the department of nuclear medicine at the Institute Salah Azeiz in 
Tunis. This database contains 25 scintigraphic sequences of images of the heart from 25 different 
patients. Each sequence shows a heart beat cycle, represented by 16 images of 128 * 128 pixels. 
After showing the collected sequences to a specialist doctor, we concluded that the details of the 
left ventricle can be represented by 20 landmark points. We noticed that if we work on the 25 
sequences, the doctor has to put manually 20 * 16 * 25 = 8000 landmark points! This is a tedious 
task. So, we have to reduce then the number of sequences in the database without losing the 
concept of variability. 
 
To solve this problem, we propose to apply a selecting strategy of sequences to build an optimal 
spatio-temporal training set. We thought then to apply a classification of all the collected 
sequences. This classification aims to group sequences according to the shape of the left 
ventricle. To do this, we selected the same image of each sequence. Each of these images 
represents then a sequence. The entire population can be then classified into a small number of 
classes. Each class represents a mode of shape variability. To achieve this goal, we propose to 
move on from the field of parametric curves (contours of objects) to a field of invariants, where 
the invariance by translation, rotation and scaling factor is maintained. Thus, every shape will be 
represented by a set of invariants. The difference between the invariants of two different 
instances represents the difference between the natures of the shapes themselves. Therefore, to 
classify the population, it is sufficient to classify the vectors of invariants corresponding to each 
shape. For the invariants, we chose the Fourier descriptors known for their performance in the 
field. And for the classifiers, we chose the K-Means classifier, both for its simplicity and its 
performance. The results of the classification of the 25 collected sequences are given in the table 
1: 
 
Sequence S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13

Class 2 2 2 2 2 2 2 3 1 4 3 2 3 

Sequence S14 S15 S16 S17 S18 S19 S20 S21 S22 S23 S24 S25 

Class 4 2 3 4 3 2 1 2 2 3 4 1 

 
TABLE 1: Results of the classification of 25 database sequences 

 
The population was thus reduced to four classes. Then, we have just to choose arbitrarily two 
sequences from each class. Therefore, the used spatio-temporal training set is composed of 8 
sequences. 
 
The next step consists in extracting from each sequence, the spatio-temporal shape which 
represents both the spatial and temporal variation of the left ventricle of a heart cycle. This is 
done by placing 20 landmark points on the left ventricle contour through all images in all 
sequences. The result of this step is to obtain 8 vectors, each of size 2x20x16 = 640. After 
aligning these vectors and using 95% as a variability percentage parameter, the application of 
PCA on these data provided five main modes of variability. The length of the grey levels profile in 
the modelling stage is 7 pixels, and in the localization stage, the length of profile search is 19 
pixels. The maximum number of iterations is fixed at 60 iterations. The used test sequences are 
selected from the 17 remaining sequences in the original database. Figure 6 shows an example 
of the result of the spatio-temporal localization that is obtained on a test sequence. 
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                      (a)                                                                       (b) 
FIGURE 6:  Result of the spatio-temporal localization of the LV. (a) Initialization of the mean spatio-temporal 

shape on a treated sequence. (b) Final result of the localization. 
 

We note that the final spatio-temporal shape succeeded generally in locating the shape of the left 
ventricle. This can show the performance of the method even in the presence of contours that are 
difficult to identify. This result is qualitatively considered satisfactory by the medical specialists. 
However, we should establish a quantitative precise evaluation of the results. In our case, we 
have four sequences that are manually segmented by a radiologist. In order to deduce the 
interest from the integration of an a priori knowledge about the spatio-temporal variation of shape, 
we chose to compare our method ASMT with the ground truth, the basic model ASM and with 
another method that is proposed by Fekir and al. [8]. This method allows the tracking of non-rigid 
objects in sequences of images using active contour SNAKE [1] whose initialization in the image ݅ 
is automatically deduced from the result in the image	݅ − 1. Since the compared methods are 
contour-based methods, we chose the Hausdorff distance as a measure of segmentation quality 
[30]. This metric is widely used in multiple applications of the medical field. In our case, we use 
this distance to measure the similarity between two shapes.  
 
Figure 7 shows the Hausdorff distance between each method (ASM, ASMT and SNAKE) and the 
reference segmentation of the four sequences. 
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FIGURE 7:  Hausdorff distance between each method (ASM, ASMT and SNAKE) and the reference 
segmentation of the four sequences. 

  
On each diagram of figure 7, the horizontal axis represents the images of the sequence and the 
vertical axis represents the values of the Hausdorff distance. The red curve represents the values 
of the Hausdorff distance between the manual segmentation and the automatic segmentation 
obtained by our method ASMT. The blue curve represents the values of the Hausdorff distance 
between the manual segmentation and the automatic segmentation obtained by ASM. The green 
curve represents the values of the Hausdorff distance between the manual segmentation and the 
automatic segmentation obtained by the method based on SNAKE [8]. 
 
Looking at the four diagrams, we can see clearly that the red curve has some stability compared 
to the other curves (blue and green). Indeed, for the red curve and through the four diagrams, the 
values of the Hausdorff distance are between 1.18 and 7.38 (mm). By cons, for both blue and  
green curves, the values of the Hausdorff distance often represent great variations, which rose 
from 2.3 (mm) and reach 23.06 (mm). Through these measures, and although that in some cases 
the ASM and SNAKE provide acceptable results (especially in diastole images), we can deduce 
that our method provides for all images in each sequence an overall result that is more stable and 
closer to manual segmentation.  
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This proves the effectiveness of the integration of a priori knowledge about the spatio-temporal 
shape variation of the left ventricle. Indeed, the stage of spatio-temporal shape modelling 
provides more precise information on the spatial shape variation of the left ventricle at every 
moment of the cardiac cycle. This is what influences, consistently and in each image of the 
sequence, the accuracy of the results of the localization stage. The poor results obtained by ASM 
and SNAKE may be explained by the imprecision of the initialization in some images of the 
sequences and the generality of the a priori information about the shape. Besides, these results 
are mainly obtained in systole images (contraction stage) where the size of the left ventricle 
becomes very small and difficult to detect. 
 
Another interesting finding is that the value of the Hausdorff distance, whether for ASM, SNAKE 
or ASMT compared to manual segmentation varies considerably from one sequence to another. 
For example, in sequence 3, this distance exceeds 23 (mm) for the ASM and SNAKE, while in 
sequence 4, this distance doesn't exceed 11 (mm). This may be related to the quality of the 
processed sequence, which affects then the result. That makes us ask: should we start with a 
pre-treatment stage to improve the quality of sequences before moving on to the segmentation 
stage?  
 
In conclusion, it is clear that the integration of a priori knowledge about the spatio-temporal shape 
variation of the left ventricle improved significantly the results of segmentation. This increases the 
reliability of diagnostic parameters such as the activity-time curve and the ventricular ejection 
fraction, whose calculation is based on these results. However, we should know that these 
findings and results may be enriched to include more sequences in the process of quantitative 
validation. We should also note that the most delicate stage in our approach is the spatio-
temporal shape modelling. This stage which is based on a manual process, affects widely the 
quality of results. It must be therefore made carefully with the help of an expert. 
 
Figures 8, 9, 10 and 11 illustrate a qualitative comparison of the obtained results. Table 2 
presents a report on the execution time of our approach. This time is divided into three stages: 
the spatio-temporal shape modelling, the grey levels modelling and the spatio-temporal 
localization. 
 
 
 
     
  
 
 
 
 
  
 
 
 
 

 
 
 
 
 
 
 
 
 
 

FIGURE 8: Qualitative comparison of results on sequence 1 (Images 1, 6, 14). (a) Manual segmentation, (b) 
Segmentation by ASMT, (c) Segmentation by ASM and (d) Segmentation by SNAKE. 
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FIGURE 9: Qualitative comparison of results on sequence 2 (Images 3, 10, 16). (a) Manual segmentation, 

(b) Segmentation by ASMT, (c) Segmentation by ASM and (d) Segmentation by SNAKE. 
 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

FIGURE 10: Qualitative comparison of results on sequence 3 (Images 6, 9, 12). (a) Manual segmentation, 
(b) Segmentation by ASMT, (c) Segmentation by ASM and (d) Segmentation by SNAKE. 
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FIGURE 11: Qualitative comparison of results on sequence 4 (Images 2, 8, 11). (a) Manual segmentation, 

(b) Segmentation by ASMT, (c) Segmentation by ASM and (d) Segmentation by SNAKE. 
 
 
 

Spatio-temporal shape 
modelling 

Grey levels modelling Spatio-temporal shape localization 

26.27(s) 5.24(s) 
Seq 1 Seq 2 Seq 3 Seq 4 
29.12(s)  29.21(s) 29.56(s) 29.09(s) 

 
Table 2: Report on the execution time of our method (Matlab 7.0.1, Processor: Intel ®, Core™, i3, 2.53 GHz 

× 2.53 GHz and RAM: 4 GO). 
 
 
 

4. CONCLUSION   
In this paper, we proposed to incorporate a new a priori knowledge about the spatio-temporal 
shape variation in the active shape model in order to define a new simple and more stable 
method for detecting structures whose shape change over time. The proposed method is based 
on two types of a priori knowledge: the spatial and temporal variation of the studied structure. It 
has also the advantage of being applicable on sequences of images. The experimental validation 
of this method, whether it is on simple synthetic sequences or on scintigraphic sequences for the 
left ventricle tracking, shows the interest of integrating a priori knowledge of the spatio-temporal 
shape variation. Indeed, having accurate information (geometry and deformation modes) about 
the shape of the studied structure at every moment provides more stable results, uniformly on all 
images of the processed sequence. In the training stage, the proposed optimization step, which is 
based on Fourier descriptors and K-Means classifier, helped to reduce the labelling step without 
losing the concept of variability.  
 
We are convinced of the relevance of the used method, however, some improvements can be 
added and the validation should be pursued. Indeed, the most difficult step in our approach is the 
labelling step. It consists in manually extracting the spatio-temporal shapes from training 
sequences. That is why, it is usually performed by an expert.  
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The complexity of this step is in function of the number of training sequences, the number of 
images by sequence and the number of landmark points needed to represent the target structure 
details. Once, these parameters become important, this task becomes tedious and time 
consuming. Then, we should think to make this task semi-automatic or fully automatic. A way to 
make it semi-automatic is to consider that the shape of the studied structure at instants	ݐ −  ݐ ,1
and ݐ	 + 1 has a low variation. The manual training can be thus done on a reduced number of 
images which correspond to well chosen moments of the sequence. Then, the result of this 
training will be used for the automatic segmentation of the remaining images. This segmentation 
is then considered as training. Thus, the complexity of the labelling task can be reduced at least 
70%. Moreover, it is possible to enrich and further validate this approach for other types of 
applications. For example, if we replace the temporal component by the third spatial axis (z), this 
method can be effectively used for volume segmentation that is based on an important a priori 
knowledge of shape. In this case, we must solve some additional issues such as correspondence 
between the slices of training volumes and the slices of the volume to be segmented as well as 
the automatic determination of the slices that contain the studied structure during the 
segmentation. 
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Abstract 

 
Object detection and recognition are important problems in computer vision. Since these 
problems are meta-heuristic, despite a lot of research, practically usable, intelligent, real-time, 
and dynamic object detection/recognition methods are still unavailable. The accuracy level of any 
algorithm or even Google glass project is below 16% for over 22,000 object categories. With this 
accuracy, it’s practically unusable. This paper reviews the various aspects of object detection and 
the challenges involved. The aspects addressed are feature types, learning model, object 
templates, matching schemes, and boosting methods. Most current research works are 
highlighted and discussed. Decision making tips are included with extensive discussion of the 
merits and demerits of each scheme. The survey presented in this paper can be useful as a quick 
overview and a beginner’s guide for the object detection field. Based on the study presented 
here, researchers can choose a framework suitable for their own specific object detection 
problems and further optimize the chosen framework for better accuracy in object detection. 
 
Keywords: Boosting, Object Detection, Machine learning, Survey. 

 
 
1 .  INTRODUCTION 

Object detection is a technologically challenging and practically useful problem in the field of 
computer vision. Object detection deals with identifying the presence of various individual objects 
in an image. Great success has been achieved in controlled environment for object 
detection/recognition problem but the problem remains unsolved in uncontrolled places, in 
particular, when objects are placed in arbitrary poses in cluttered and occluded environment. As 
an example, it might be easy to train a domestic help robot to recognize the presence of coffee 
machine with nothing else in the image. On the other hand imagine the difficulty of such robot in 
detecting the machine on a kitchen slab that is cluttered by other utensils, gadgets, tools, etc. The 
searching or recognition process in such scenario is very difficult. So far, no effective solution has 
been found for this problem.  
 
A lot of research is being done in the area of object recognition and detection during the last two 
decades. The research on object detection is multi-disciplinary and often involves the fields of 
image processing, machine learning, linear algebra, topology, statistics/probability, optimization, 
etc. The research innovations in this field have become so diverse that getting a primary first 
hand summary of most state-of-the-art approaches is quite difficult and time consuming,  
 
This paper is an effort to briefly summarize the various aspects of object detection and the main 
steps involved for most object detection algorithm or system. Section 2 provides brief introduction 
about the generic object detection framework and the importance of this study. Section 3 
discusses various types of features used as key points for learning and subsequent object 
detection. Section 4 elaborates on generative and discriminative learning and comparison among 
them. Section 5 briefly discuss about the various types of representation used for storing the 
features after the machine learning stage. Various types of matching schemes used by various 
algorithms for object detection have been discussed in Section 6. Section 7 elaborates about 
boosting steps of object detection framework. The paper is concluded in Section 8. 
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2 . PURPOSE AND SCOPE OF THE STUDY 

 
FIGURE 1: Basic block diagram of a typical object detection/recognition system.  

 
In order to facilitate the discussion about the methods and ideas of various research works, we 
first present a general block diagram applicable to any object detection/recognition method in 
FIGURE 1 Specific methods proposed by various researchers may vary slightly from this generic 
block diagram. 
 
Any such algorithm can be divided into two different phases, viz. learning phase and testing 
phase. In the learning phases, the machine uses a set of images which contains objects 
belonging to specific pre-determined class(es) in order to learn to identify the objects belonging to 
those classes. Once the algorithm has been trained for identifying the objects belonging to the 
specified classes, in the testing phase, the algorithm uses its knowledge to identify the specified 
class objects from the test image(s).   
 
The algorithm for learning phase can be further subdivided into two parts, viz. learning through 
training and learning through validation. A set of images containing objects of the specified 
classes, called the training dataset, is used to learn the basic object templates for the specified 
classes. Depending upon the type of features (edge based features or patch based features), the 
training images are pre-processed and passed into the learning block. The learning block then 
learns the features that characterize each class. The learnt object features are then stored as 
object templates. This phase is referred to as 'learning through training'. The object templates 
learnt in this stage are termed as weak classifiers. The learnt object templates are tested against 
the validation dataset in order to evaluate the existing object templates. By using boosting 
techniques, the learnt object templates are refined in order to achieve greater accuracy while 
testing. This phase is referred to as 'learning through validation' and the classifiers obtained after 
this stage are called strong classifiers. 
 
The researchers have worked upon many specific aspects of the above mentioned system. Some 
examples include the choice of feature type (edge based or patch based features), the method of 
generating the features, the method of learning the consistent features of an object class, the 
specificity of the learning scheme (does it concentrate on inter-class variability or intra-class 
variability), the representation of the templates, the schemes to find a match between a 
test/validation image and an object template (even though the size and orientation of an object in 
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the test image may be different from the learnt template), and so on. The following discussion 
considers one aspect at a time and provides details upon the work done in that aspect. 
  
3 . FEATURE TYPES 

Most object detection and recognition methods can be classified into two categories based on the 
feature type they use in their methods. The two categories are edge-based feature type and 
patch based feature type. It is notable that some researchers have used a combination of both 
the edge-based and patch-based features for object detection [1-5]. In our opinion, using a 
combination of these two features shall become more and more prevalent in future because such 
scheme would yield a system that derives the advantages of both the feature types. A good 
scheme along with the advances in computational systems should make it feasible to use both 
feature types in efficient and semi-real time manner. 
 
3.1 Edge-based features 
The methods that use edge-based feature type extract the edge map of the image and identify 
the features of the object in terms of edges. Some examples include [1, 2, 6-22]. Using edges as 
features is advantageous over other features due to various reasons. As discussed in [6], they 
are largely invariant to illumination conditions and variations in objects' colors and textures. They 
also represent the object boundaries well and represent the data efficiently in the large spatial 
extent of the images. 
 
In this category, there are two main variations: use of the complete contour (shape) of the object 
as the feature [7-12, 14, 17] and use of collection of contour fragments as the feature of the 
object [1, 2, 6, 13-20, 23, 24]. FIGURE 2 shows an example of complete contour and collection of 
contours for an image. 
 

 
               (a) Example image                 (b) Contour (shape) as feature         (c) Contour fragments as 

feature 
FIGURE 2: Edge-based feature types for an example image 

 
The main motivation of using the complete contours as features is the robustness of such 
features to the presence of clutter [6, 11, 17, 25]. One of the major concerns regarding such 
feature type is the method of obtaining the complete contours (especially for training images). In 
real images, typically incomplete contours are inevitable due to occlusion and noise. Various 
researchers have tried to solve this problem to some extent [7, 11, 12, 14, 17, 20]. Hamsici [7] 
identified a set of landmark points from the edges and connected them to obtain a complete 
shape contour. Schindler [11] used segmenting approaches [26, 27] to obtain closed contours 
from the very beginning (he called the areas enclosed by such closed contours as super pixels). 
Ferrari [17, 20] used a sophisticated edge detection method that provides better edges than 
contemporary methods for object detection. These edges were then connected across the small 
gaps between them to form a network of closed contours. Ren [14] used a triangulation to 
complete the contours of the objects in natural images, which are significantly difficult due to the 
presence of background clutter. Hidden state shape model was used by Wang [28] in order to 
detect the contours of articulate and flexible/polymorphic objects. It is noticeable that all of these 
methods require additional computation intensive processing and are typically sensitive to the 
choice of various empirical contour parameters. The other problem involving such feature is that 
in the test and validation images, the available contours are also incomplete and therefore the 
degree of match with the complete contour is typically low [11]. Though some measures, like 
kernel based [7, 29] and histogram based methods [8, 9], can be taken to alleviate this problem, 
the detection of the severely occluded objects is still very difficult and unguaranteed [30]. Further, 
such features are less capable of incorporating the pose or viewpoint changes, large intra-class 
variability, articulate objects (like horses) and flexible/polymorphic objects (like cars) [11, 17, 20]. 
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This can be explained as follows. Since this feature type deals with complete contours, even 
though the actual impact of these situations is only on some portions of the contour, the complete 
contour has to be trained. 
 
On the other hand, the contour fragment features are substantially robust to occlusion if the learnt 
features are good in characterizing the object [1, 6, 8, 16, 17, 20, 31]. They are less demanding in 
computation as well as memory as the contour completion methods need not be applied and 
relatively less data needs to be stored for the features. The matching is also expected to be less 
sensitive to occlusion [6, 32]. Further, special cases like viewpoint changes, large intra-class 
variability, articulate objects and flexible/polymorphic objects can be handled efficiently by training 
the fragments (instead of the complete contour) [2, 6, 8, 17, 20, 32].  
 
However, the performance of the methods based on contour fragment features significantly 
depends upon the learning techniques. While using these features, it is important to derive good 
feature templates that represent the object categories well (in terms of both inter-class and intra-
class variations) [1, 33]. Learning methods like boosting [31, 33-54] become very important for 
such feature types. 
 
The selection of the contour fragments for characterizing the objects is an important factor and 
can affect the performance of the object detection/recognition method. While all the contour 
fragments in an image cannot be chosen for this purpose, it has to be ensured that the most 
representative edge fragments are indeed present and sufficient local variation is considered for 
each representative fragment. In order to look for such fragments, Opelt [1] used large number of 
random seeds that are used to find the candidate fragments and finally derives only two most 
representative fragments as features. Shotton [6] on the other hand generated up to 100 
randomly sized rectangular units in the bounding box of the object to look for the candidate 
fragments. It is worth noting that the method proposed in [1] becomes computationally very 
expensive if more than two edge fragments are used as features for an object category. While the 
method proposed by Shotton [6] is computationally efficient and expected to be more reliable as it 
used numerous small fragments (as compared to two most representative fragments), it is still 
limited by the randomness of choosing the rectangular units. Other computationally efficient way 
of approximating the contour fragments is by using dominant points or key points of the contours 
[55-59], guideline to choose suitable dominant point detection method has been given in [57, 60]. 
 
On the other hand, Chia [15] used some geometrical shape support (ellipses and quadrangles) in 
addition to the fragment features for obtaining more reliable features. Use of geometrical 
structure, relationship between arcs and lines, and study of structural properties like symmetry, 
similarity and continuity for object retrieval were proposed in [61]. Though the use of geometrical 
shape (or structure) [62-65] for estimating the structure of the object is a good idea, there are two 
major problems with the methods in [15, 61]. First problem is that some object categories may not 
have strong geometrical (elliptic [66, 67] and quadrangle) structure (example horses) and the use 
of weak geometrical structure may not lead to robust descriptors of such objects. Though [15] 
demonstrates the applicability for animals, the geometrical structure derived for animals is very 
generic and applicable to many classes. Thus, the inter-class variance is poor. The classes 
considered in [15], viz., cars, bikes and four-legged animals (four-legged animals is considered a 
single class) are very different from each other. Similarly, [61] concentrates on logos and the 
images considered in [61] have white background, with no natural background clutter and noise. 
Its performance may degrade significantly in the presence of noise and natural clutter. The 
second problem is that sometimes occlusion or flexibility of the object may result in complete 
absence of the components of geometrical structure. For example, if the structural features learnt 
in [61] are occluded, the probability of detecting the object is very low. Similarly, if the line 
features learnt in [15], used for forming the quadrangle are absent, the detection capability may 
reduce significantly.  
 
Though we strongly endorse the idea of using geometric shapes for object detection [68], we 
suggest that such information should not be used as the only features for object detection. In 
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addition, they can be used to derive good fragment features and reduce the randomness of 
selection of the fragments.  
 
3.2 Patch-based features 
The other prevalent feature type is the patch based feature type, which uses appearance as 
cues. This feature has been in use since more than two decades [69], and edge-based features 
are relatively new in comparison to it. Moravec [69] looked for local maxima of minimum intensity 
gradients, which he called corners and selected a patch around these corners. His work was 
improved by Harris [70], which made the new detector less sensitive to noise, edges, and 
anisotropic nature of the corners proposed in [69]. 
 
In this feature type, there are two main variations: 
 
1) Patches of rectangular shapes that contain the characteristic boundaries describing the 
features of the objects [1, 71-76]. Usually, these features are referred to as the local features. 
 
2) Irregular patches in which, each patch is homogeneous in terms of intensity or texture and the 
change in these features are characterized by the boundary of the patches. These features are 
commonly called the region-based features.  

 

 
               (a) Example image                 (b) Regular patches         (c) Regular patches of various sizes 

                   
(d) Oriented regular patches                                 (e) Irregular region patches  

    
FIGURE 3: Patch-based feature types for an example image. Feature types shown in (b)-(d) are called local 

features, while the feature type shown in (e) is called region-based features. 
 
FIGURE 3 shows these features for an example image. Subfigures (b)-(d) show local features 
while subfigure (e) shows region based features (intensity is used here for extracting the region 
features). As shown in FIGURE 3(b)-(d), the local features may be of various kinds. The simplest 
form of such features use various rectangular or square local regions of the same size in order to 
derive the object templates [77]. Such features cannot deal with multi-scaling (appearance of the 
object in various sizes) effectively. A fixed patch size may not be suitable because of the following 
reason. If the patch size is small, it may not cover a large but important local feature. Information 
of such feature may be lost in the smaller patch. On the other hand, if the patch size is large, it 
may cover more than one independent feature, which may or may not be present simultaneously 
in other images. Further, there is no way to determine the size that is optimal for all the images 
and various classes. Another shortcoming is that many small rectangular patches need to be 
learnt as features and stored in order to represent the object well. This is both computationally 
expensive and memory intensive. 
 
A better scheme is to use features that may be small or big in order to appropriately cover the 
size of the local feature such that the features are more robust across various images, learning is 
better and faster, and less storage is required [78].  
 
A pioneering work was done by Lowe [74], which enabled the use of appropriately oriented 
variable sized features for describing the object. He proposed a scale invariant feature 
transformation (SIFT) method. Lowe describes his method of feature extraction in three stages. 
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He first identified potential corners (key points) using difference of Gaussian function, such that 
these feature points were invariant to scale and rotation. Next, he identified and selected the 
corners that are most stable and determined their scale (size of rectangular feature). Finally, he 
computed the local image gradients at the feature points and used them to assign orientations to 
the patches. The use of oriented features also enhanced the features’ robustness to small 
rotations. With the use of orientation and scale, the features were transformed (rotated along the 
suitable orientation and scaled to a fixed size) in order to achieve scale and rotational invariance. 
In order to incorporate the robustness to illumination and pose/perspective changes, the features 
were additionally described using the Gaussian weighing function along various orientations. 
 
One of the major concerns in all the above schemes is the identification of good corner points (or 
key-points) that are indeed representative of the data. This issue has been studied by many 
researchers [4, 56, 57, 60, 74, 79-81]. Lowe [74] studied the stability of the feature points. 
However, his proposal would apply to his schema of features only. Carneiro [80] and Comer [82] 
proposed stability measures that could be applied to wide range and varieties of algorithms.  
 
Another major concern is to describe these local features. Though the features can be directly 
described and stored by saving the pixel data of the local features, such method is naive and 
inefficient. Researchers have used many efficient methods for describing these local features. 
These include PCA vectors of the local feature (like PCA-SIFT) [21, 83], Fischer components [84, 
85], wavelets and Gabor filters [13], Eigen spaces [86], kernels [7, 21, 29, 87, 88], dominant 
points [56-59], etc. It is important to note that though these methods use different tools for 
describing the features, the main mathematical concept behind all of them is the same except for 
the dominant points. The concept is to choose sufficient (and yet not many) linearly independent 
vectors to represent the data in a compressed and efficient manner [13]. Another advantage of 
using such methods is that each linearly independent vector describes a certain property of the 
local feature (depending on the mathematical tool used). For example, a Gabor wavelet 
effectively describes an oriented stroke in the image region [13]. Yet another advantage of such 
features is that while matching the features in the test images, properties of linear algebra (like 
linear dependence, orthogonality, null spaces, rank, etc.) can be used to design efficient matching 
techniques [13].  
 
The region-based features are inspired by segmentation approaches and are mostly used in 
algorithms whose goal is to combine localization, segmentation, and/or categorization. While 
intensity is the most commonly used cue for generating region based features [51, 79, 89], 
texture [2, 89-92], color [91-93], and minimum energy/entropy [94, 95] have also been used for 
generating these features. It is notable that conceptually these are similar to the complete 
contours discussed in edge-based features. Such features are very sensitive to lighting conditions 
and are generally difficult from the perspective of scale and rotation invariance. However, when 
edge and region based features are combined efficiently, in order to represent the outer boundary 
and inner common features of the objects respectively, they can serve as powerful tools [2]. 
Some good reviews of feature types can also be found in [71, 96, 97].  
 
In our opinion, SIFT features provide a very strong scheme for generating robust object templates 
[74, 98]. It is worth mentioning that though SIFT and its variants were proposed for patch-based 
features, they can be adapted to edge-fragments based features too. Such adaptation can use 
the orientation of edges to make the matching more efficient and less sensitive to rotational 
changes. Further, such scheme can be used to incorporate articulate and flexible/polymorphic 
objects in a robust manner.  
 
It has been argued correctly by many researchers that a robust object detection and 
characterization scheme shall typically require more than one feature types to obtain good 
performance over large number of classes [1, 2, 5, 17, 18, 20, 50, 99-104]. Thus, we shall use 
region features along with contour fragments. As compared to [1], which has used only one kind 
of object template for making the final decision, we shall use a combined object template that 
stores edge, shape, and region features and assigns a strength value to each feature so that 
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combined probabilistic decision can be made while testing. Such scheme shall ensure that 
potential objects are identified more often, though the trust (likelihood) may vary and the decision 
can be made by choosing appropriate threshold. This shall be especially useful in severely 
occluded or noisy images. 
 
4 . GENERATIVE MODEL VS. DISCRIMINATIVE MODEL OF LEARNING 
The relationship (mapping) between the images and the object classes is typically non-linear and 
non-analytic (no definite mathematical model applicable for all the images and all the object 
classes is available). Thus, typically this relationship is modeled using probabilistic models [105]. 
The images are considered as the observable variables, the object classes are considered as the 
state variables, and the features are considered as intermediate (sometimes hidden) variables. 
Such modeling has various advantages. First, it provides a generic framework which is useful for 
both the problems of object detection and recognition (and many other problems in machine 
vision and outside it). Second, such framework can be useful in evaluating the nature and extent 
of information available while training, which subsequently helps us to design suitable training 
strategies. 
 
The probabilistic models for our problems can be generally classified into two categories, viz. 
discriminative models and generative models [106-110]. It shall be helpful to develop a basic 
mathematical framework for understanding and comparing the two models. Let the observable 
variables (images) be denoted by 

i
x , 1 to i N= , where N  is the number of training images. Let 

the corresponding state variables (class labels) be denoted as 
i

c  and the intermediate variables 

(features/ feature descriptors) be denoted as 
i
θ . Accordingly, a simplistic graphical 

representation [107] of the discriminative and generative models is presented in FIGURE 4.  
 
 

 
(a) Discriminative model                                                  (b) Generative model 

 
FIGURE 4: Graphical illustration of the discriminative and generative models. The probabilities in boxes are 

the model defining probabilities for the respective models. 
 
As seen in the FIGURE 4, the discriminative model uses a map from the images to the class 
labels, and thus the flow of information is from the observables (images) to the state variables 
(class labels) [107]. Considering the joint probability ( , , )P c θ x , discriminative models expand 

( , , )P c θ x  as ( )( )( , , ) , ( ) ( )P c P c P P=θ x θ x θ x x . Thus, ( )( ),P c θ x  is the model defining probability 

[106] and the training goal is: 
 

 ( )( )
if  contains object of class 

,
otherwise

c
P c

α

β


= 


x

θ x  (1) 

 
Ideally, 1α =  and 0β = . Indeed, practically this is almost impossible to achieve, and values 
between [0,1] are chosen for α  and β . 
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In contrast, the generative model uses a map from the class labels to the images, and thus the 
flow of information is from the state variables (class labels) to the observables (images) [107]. 
Generative models use the expansion of the joint probability ( )( )( , , ) , ( ) ( )P c P c P c P c=θ x x θ θ . 

 
Thus, ( )( ),P cx θ  and ( )P c  are the model defining probabilities [106] and the training goal is: 

 

 ( )( )
if  contains object of class 

, ( )
otherwise

c
P c P c

α

β


= 


x

x θ  (2) 

 
Ideally, 1α =  and 0β = . Indeed, practically this is almost impossible to achieve, and some 
realistic values are chosen for α  and β . It is important to note that in unsupervised methods, the 

prior probability of classes, ( )P c  is also unknown. 
 
Further mathematical details can be found in [106, 107]. The other popular model is the 
descriptive model, in which every node is observable and is interconnected to every other node. It 
is obvious that the applicability of this model to the considered problem is limited. Therefore, we 
do not discuss this model any further. It shall suffice to make a note that such models are 
sometimes used in the form of conditional random fields/forests [12, 51, 90]. 
 
With the above mentioned mathematical structure as a reference, we can now compare the 
discriminative and generative models from various aspects, in the following sub-sections. 
 
4.1 Comparison of their functions 
As the name indicates, the main function of the discriminative models is that for a given image, it 
should be able to discriminate the possibility of occurrence of one class from the rest. This is 
evident by considering the fact that the probability ( )( ),P c θ x  is the probability of discriminating 

the class labels c  for a given instance of image x . On the other hand, the main function of 
generative models is to be able to predict the possibility of generating the object features θ  in an 
image x  if the occurrence of the class c  is known. In other words, the probabilities 

( )( ), ( )P c P cx θ  together represent the probability of generating random instances of x  

conditioned to class c . In this context, it is evident that while discriminative models are expected 
to perform better for object detection purposes, generative models are expected to perform better 
for object recognition purposes [18]. This can alternatively be understood as the generative 
models are used to learn class models (and be useful even in large intra-class variation) [50, 75, 
111, 112] while discriminative models are useful for providing maximum inter-class variability 
[112]. 
 
4.2  Comparison of the conditional probabilities of the intermediate variables 

In the discriminative models, the intermediate conditional probability is ( )P θ x , while in the 

generative models, the intermediate conditional probability is ( )P cθ . Since we are interested in 

the joint probability ( , , )P c θ x , the probabilities ( )P θ x  and ( )P cθ  play an important role, though 

they do not appear in the training goals. In the discriminative models, ( )P θ x  represents the 

strength of the features θ  in representing the image well [17, 20], while in the generative models, 
( )P cθ  represent the strength of features in representing the class well. Though ideally we would 

like to maximize both, depending upon the type of feature and the problem, the maximum value 
of these probabilities is typically less than one. Further, it is difficult to quantitatively measure 
these probabilities in practice. In our opinion, while the shape features (closed contours) and 
region features (irregular patches) are more representative of the class (the object's 3-
dimensional or 2-dimensional model), the edge fragments and local features are more 
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representative of the images [1, 50]. Thus, while shape and region features are widely used for 
segmentation and recognition, local features and edge fragments have been used more often for 
object detection [17, 18, 20, 50, 101]. Considering this argument, though most methods that use 
multiple feature types choose these feature types randomly, we recommend to choose a 
combination of two feature types where one feature is robust for characterizing the image, while 
the other is good in characterizing the class. In this regard, combining edge fragments and region 
features is the combination that is easiest to handle practically. Due to this many new methods 
have used a combination of these features [2, 5, 102-104]. 
 
4.3 Training data size and supervision 
Mathematically, the training data size required for generative model is very large (at least more 
than the maximum dimension of the observation vector x ). On the other hand, discriminative 
models perform well even if the training dataset is very small (more than a few images for each 
class type). This is expected because the discriminative models invariably use supervised training 
dataset (the class label is specifically mentioned for each image). On the other hand, generative 
models are unsupervised (semi-supervised, at best) [113]. Not only the posterior probability 

( )( ),P cx θ  is unknown, the prior probability of the classes ( )P c  is also unknown for the 

generative models [106]. Another point in this regard is that since generative models do not 
require supervision and the training dataset can be appended incrementally [18, 106, 111] as 
vision system encounters more and more scenarios, generative models are an important tool for 
expanding the knowledge base, learning new classes, and keeping the overall system scalable in 
its capabilities. 
 
4.4 Comparison of accuracy and convergence 
The discriminative models usually converge fast and correctly (explained by supervised dataset). 
If the size of training dataset is asymptotically large, the convergence is guaranteed for the 
generative models as well. However, such convergence may be correct convergence or 
misconvergence. If the generative models converge correctly, then the accuracy of generative 
models is comparable to the accuracy of the discriminative models. But, if there has been a 
misconvergence, then the accuracy of the generative models is typically poorer than the 
discriminative models [114]. Since the dataset is typically finite, and in most cases small, it is 
important to compare the accuracy of these models when the dataset is finite. Mathematical 
analysis has shown that in such cases, the accuracy of the generative models is always lower 
than the discriminative methods [114]. It is notable that due to their basic nature, generative 
models provide good recall but poor precision, while discriminative models provide poorer recall 
but good precision. The restrictive nature of generative models has prompted more and more 
researchers to consider discriminative models [1, 17, 20, 93, 115-121]. On the other hand, 
considering the scalability, generalization properties, and non-supervised nature of generative 
models, other researchers are trying to improve the performance of generative models by using 
partial supervision or coupling the generative models and discriminative models in various forms 
[4, 18, 31, 75, 93, 111, 113, 122]. 
 
4.5 Learning methods 
Generative models use methods like Bayesian classifiers/networks [18, 31, 75, 111], likelihood 
maximization [111, 122], and expectation maximization [4, 93, 113, 122]. Discriminative models 
typically use methods like logistic regression, support vector machines [17, 20, 93, 115-119], and 
k-nearest neighbors [93, 120, 121]. The k-nearest neighbors scheme can also be used for multi-
class problems[109, 123-141] directly, as demonstrated in [120]. Boosting schemes are also 
examples of methods for learning discriminative models [1], though they are typically applied on 
already learnt weak features (they shall be discussed later in greater detail). In the schemes 
where generative and discriminative models are combined [93, 142], there are two main 
variations: generative models with discriminative learning [4, 102, 106], and discriminative models 
with generative learning [107]. In the former, typically maximum likelihood or Bayesian 
approaches are combined with boosting schemes or incremental learning schemes [4, 50, 102, 
106, 111], while in the latter, usual discriminative schemes are augmented by 'generate and test' 
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schemes in the feedback loop [107, 143]. Learning scheme can be offline or online based on the 
demand of the application [144]. Online learning is now feasible due to advancement of cloud 
technology [145]. 
 
5 . OBJECT TEMPLATES AND THEIR REPRESENTATION 
The learning method has to learn a mapping between the features and the classes. Typically, the 
features are extracted first, which is followed by either the formation of class models (in 
generative models) or the most discriminative features for each class (in discriminative models) or 
random fields of features in which a cluster represents an object class (descriptive models, 
histogram based schemes, Hough transform based methods, etc). Based on them, the object 
templates suitable for each class are learnt and stored for the future use (testing). This section 
will discuss various forms of object templates used by researchers in computer vision.  
While deciding on an object template, we need to consider factors like: 
 
Is the template most representative form of the class (in terms of the aimed specificity, flexibility 
of the object, intra-class variation, etc)? For example, does it give the required intra-class and 
inter-class variability features? Does it need to consider some common features among various 
classes or instances of hierarchical class structure? Does it need to consider various poses 
and/or perspectives? Does it need to prioritize certain features (or kind of features)? 
Is the model representation an efficient way of storing and using the template? Here, memory and 
computations are not the only important factors. We need to also consider if the representation 
enables good decision mechanisms. 
 
The above factors will be the central theme in discussing the specific merits and demerits of the 
various existing object templates. We begin with the object templates that use the spatial location 
of the features. Such templates specifically represent the relative position of the features (edge 
fragments, patches, regions) in the image space. For this, researchers typically represent each 
feature using a single representative point (called the centroid) and specify a small region in 
which the location of the centroid may vary in various objects belonging to the same class [1, 6]. 
Then all the centroids are collected together using a graph topology. For example some 
researchers have used a cyclic/chain topology [11]. This simplistic topology is good to represent 
only the external continuous boundary of the object. Due to this, it is also used for complete 
contour representation, where the contour is defined using particular pivot points which are joined 
to form the contour [11]. Such a topology may fail if the object is occluded at one of the centroid 
locations, as the link between the chain is not found in such case and the remaining centroids are 
also not detected as a consequence. Further, if some of the characteristic features are inside the 
object boundary, deciding the most appropriate connecting link between the centroids of the 
external and internal boundaries may be an issue and may impact the performance of the overall 
algorithm. Other topology in use is the constellation topology [111, 146, 147], in which a 
connected graph is used to link all the centroids. A similar representation is being called multi-
parts-tree model in [94], though the essentials are same. However, such topology requires extra 
computation in order to find an optimal (neither very deep nor very wide) representation. Again, if 
the centroids that are linked to more than one centroid are occluded, the performance degrades 
(though not as strongly as the chain topology). The most efficient method in this category is the 
star topology, in which a central (root) node is connected to all the centroids [1, 6, 8, 76]. The root 
node does not correspond to any feature or centroid and is just a virtual node (representing the 
virtual centroid of the complete object). Thus, this topology is able to deal with occlusion better 
than the other two topologies and does not need any extra computation for making the topology. 
Other methods in which the features are described using transformation methods (like the kernel 
based methods, PCA, wavelets, etc., discussed in section 3), the independent features can be 
used to form the object templates. The object templates could be binary vectors that specify if a 
particular feature is present in an object or not. Such object templates are called bag-of-words, 
bag of visual words, or bag of features [1, 95, 115, 116, 119, 148-150]. All the possible features 
are analogous to visual words, and specific combinations of words (in no particular order) 
together represent the object classes. Such bag of words can also be used for features like 
colors, textures, intensity, shapes [95], physical features (like eyes, lips, nose for faces, and 



Dilip K. Prasad 

International Journal of Image Processing (IJIP), Volume (6) : Issue (6) : 2012 451 

wheels, headlights, mirrors for cars) etc. [93, 149, 151]. As evident, such bag of words is a simple 
yet powerful technique for object recognition and detection but may perform poorly for object 
localization and segmentation. Fusing the generic object template and visual saliency for salient 
object detection has been explored by Chang et. al. [152].As opposed to them, spatial object 
templates are more powerful for image localization and segmentation. 
 
In either of the above cases, the object templates can also be in the form of codebooks [1, 6, 17, 
20, 75, 76, 150, 153]. A codebook contains a specific code of features for each object class. The 
code contains the various features that are present in the corresponding class, where the 
sequence of features may follow a specific order or not. An unordered codebook is in essence 
similar to the concept of bag of words, where the bag of words may have greater advantage in 
storing and recalling the features and the object templates. However, codebooks become more 
powerful if the features in the code are ordered. A code in the order of appearance of spatial 
templates can help in segmentation [6], while a code in the order of reliability or strength of a 
feature for a class shall make the object detection and recognition more robust.  
 
Other hierarchical (tree like) object templates may be used to combine the strengths of both the 
codebooks and bag of words, and to efficiently combine various feature types [4, 18, 75, 84, 89, 
92, 102, 113, 122, 147, 150, 154].  
 
Another important method of representing the object templates is based on random forests/fields 
[90, 143, 155]. In such methods, no explicit object template is defined. Instead, in the feature 
space (where each feature represents one dimension), clusters of images belonging to same 
object class are identified [74, 75, 155]. These clusters in the feature space are used as the 
probabilistic object templates [84]. For every test image, its location in feature space and distance 
from these clusters determine the decision. 
 
We prefer a hierarchical codebook, similar to the multi-parts-tree model [94, 113], which 
combines at least two feature types. We intend to place the strongest (most consistent and 
generic) features at the highest level and weaker features in subsequent nodes. Any single path 
in the hierarchy shall serve as a weak but sufficient object template and typically the hope is that 
more than one path are traversed if object of the class is present in an image. If all the paths are 
traversed, the image has a strong presence of the object class. The final inference will be based 
on the number and depth of the paths traversed. It is worth mentioning that while [94] used a 
minimization of the energy and Mahalanobis distance of the parts for generating the tree, we shall 
use the likelihood of each feature independently, and likelihood of each feature conditioned to the 
presence of higher level features in the tree. We might have considered another hierarchical 
structure where the strongest (but few) descriptors appear at the leaf nodes and the path towards 
the root incrementally confirms the presence of the object. But that would either require multiple 
bottom-up traversals (in order to reach the root) or a top-down traversal with very low initial 
confidence. On the other hand, the chosen top-down structure will ensure that we begin with a 
certain degree of confidence (due to the generic features with high likelihood at the highest level, 
details in section 6) in the presence of the object class and then tweak our confidence as we go 
further down the tree. If we cannot go further down the tree, we need not look for multiple other 
traversal paths beginning again from the top.  
 
6 . MATCHING SCHEMES AND DECISION MAKING 
Once the object templates have been formed, the method should be capable of making decisions 
(like detecting or recognizing objects in images) for input images (validation and/or test images). 
We first discuss about the methods of finding a match between the object template and the input 
image and then discuss about the methods of making the final decision. 
 
Discussion regarding matching schemes is important because of various reasons. While the 
training dataset can be chosen to meet certain requirements, it cannot be expected that the test 
images also adhere to those requirements. For example, we may choose that all the training 
images are of a particular size, illumination condition, contain only single object of interest viewed 
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from a fixed perspective, in uncluttered (white background), etc., such restrictions cannot be 
imposed on the real test images, which may be of varying size, may contain many objects of 
interest and may be severely cluttered and occluded and may be taken from various viewpoints. 
The problem of clutter and occlusion is largely a matter of feature selection and learning methods. 
Still, they may lead to wrong inferences if improper matching techniques are used. However, 
making the matching scheme scale invariant, rotation and pose invariant (at least to some 
degree), illumination independent, and capable of inferring multiple instances of multiple classes 
is important and has gained attention of many researchers [6, 68, 80, 82, 147, 156-185]. 
 
If the features in the object templates are pixel based (for example patches or edges), the 
Euclidean distance based measures like Hausdorff distance [174, 184, 186, 187] and Chamfer 
distance [1, 6, 17, 25, 94, 161, 170] provide quick and efficient matching tools. However, the 
original forms of both these distances were scale, rotation, and illumination dependent. Chamfer 
distance has become more popular in this field because of a lot of incremental improvement in 
Chamfer distance as a matching technique. These improvements include making it scale 
invariant, illumination independent, rotation invariant, and more robust to pose variations and 
occlusions [1, 6, 17, 25, 94, 161, 170]. Further, Chamfer distance has also been adapted for 
hierarchical codebooks [161]. In region based features, concepts like structure entropy [95, 188], 
mutual information [95, 154], and shape correlation have been used for matching and inference 
[157, 158]. Worth attention is the work by Wang [95] that proposed a combination of local and 
global matching scheme for region features. Such scheme can perform matching and similarity 
evaluation in an efficient manner (also capable of dealing with deformation or pose changes) by 
incorporating the spatial mutual information with the local entropy in the matching scheme. Amiri 
et. al. have proposed an improved SIFT based matching of  potential interest points  identified by 
searching for local peaks in Difference-of-Gaussian (DoG) images[189]. 
 
Another method of matching/inferring is to use the probabilistic model in order to evaluate the 
likelihood ratio [2, 4, 75] or expectation in generative models [105, 113]. Otherwise, correlation 
between the object template and the input image can be computed or probabilistic Hough 
transform can be used [77, 92, 93, 118]. Each of these measures is linked directly or indirectly 
with the defining ratio of the generative model , ( )( ),P cx θ , which can be computed for an input 

image and a given class through the learnt hidden variables θ  [13]. For example, in the case of 

wavelet form of features, ( )( ),P cx θ  will depend upon the wavelet kernel response to the input 

image for a particular class [13]. Similarly, the posterior probability can be used for inference in 
the discriminative models. Or else, in the case of classifiers like SVM, k-nearest neighbors based 
method, binary classifiers, etc, the features are extracted for the input image and the posterior 
probability (based on the number of features voted into each class) can be used for inference [17, 
20, 84]. If two or more classes have the high posterior probability, multiple objects may be 
inferred [75, 94]. However, if it is known that only one object is present in an image, refined 
methods based on feature reliability can be used. 
 
If the object class is represented using the feature spaces, the distance of the image from the 
clusters in feature space is used for inference. Other methods include histograms corresponding 
to the features (the number of features that were detected) to decide the object category [74, 84, 
149, 155]. 
 
7 . BOOSTING METHODS - LEARNING WHILE VALIDATION 
The weak object templates learnt during training can be made more class specific by using 
boosting mechanisms in the validation phase [190-211]. Boosting mechanisms typically consider 
an ensemble of weak features (in the object templates) and gives a boost to the stronger features 
corresponding to the object class. Technically, boosting method can be explained as follows. 
Suppose validation images 

i
x , 1 to i N=  contain the corresponding class labels 1

i
c = ± , where 

the value 1 indicates that the object of the considered class is present and 1−  represents its 
absence. Let the weak classifier learnt while training be a combination of several individual 



Dilip K. Prasad 

International Journal of Image Processing (IJIP), Volume (6) : Issue (6) : 2012 453 

classifiers ( )
j

h ⋅ , 1 to j J= . Here, ( )
j

h ⋅  operates on the input image and gives an 

inference/decision regarding the presence/absence of class object. Evidently, ( )
j

h ⋅  is determined 

by the feature 
j

θ  in the codebook and the inference mechanisms. Further, let us say that we 

want to extract maximum T  strong classifiers. Then most boosting methods can be generally 
explained using the algorithm below: 
 
Step 1: Initialize the image weights 

,
1 ;

i t
w N i= ∀  

Step 2: For 1 to t T=  
Step 2.1: Find the strongest classifier, ( )

t
h ⋅ , using the current image weights. For this, first 

compute the error function for each classifier: ( ), ,j i t j i

i

w Iε =∑ , where 
,

1
j i

I =  if 

( )
i j i

c h= x , and 0 otherwise. Here, the index j  is used to denote the j th classifier 

and the index i  is used to denote the i th image. Find the classifier that resulted 
in minimum error (this is the strongest classifier for the weights 

,i t
w ): 

( )( )( ) arg min
t j

h ε⋅ = . 

Step 2.2: Update the classifier weight for the chosen classifier: ( )t t
fα ε= , where the 

function ( )f ⋅  depends upon the chosen boosting technique and 
t

ε  is the error 

corresponding to the current strongest classifier ( )
t

h ⋅ . 
Step 2.3: If a termination condition is satisfied, then go to step 3. The termination condition 

depends upon the application or the boosting method used. 
Step 2.4: Update the weights 

, 1 ,
( )

i t i t t i
w w g Iα+ = . Here, ( )g ⋅  is the function that changes the 

weight distribution given to the validation images and is generally called the loss 
function. The general characteristic of ( )g ⋅  is that it reduces the weight of the 
images that resulted in correct classification, so that in the next iteration, the 
method is less biased towards the current strong feature. Typically, 

, 1i t
w +  is 

normalized after computation such that the sum of all the weights is 1. 
Step 3: The output of the boosting algorithm is typically specified as the strong classifier 

strong
( ) ( )

t t

t

h hα⋅ = ⋅∑ . 

 
FIGURE 5: Generic algorithm for boosting 

 
It is notable that some features may be repeatedly selected in step 2 of  
FIGURE 5, which indicates that though the method is getting lesser and lesser biased towards 
that feature, that feature is strong enough to be selected again and again.  
 
There are many variations of boosting methods, which are typically differentiated based upon 
their loss function ( )g ⋅  and the classifier update function ( )f ⋅ . We discuss some prominent 
methods used often in computer vision. The original boost used a constant value for the classifier 
update function ( ) 1f ⋅ =  and an exponential loss function ( )( ) exp ( )

t i t i t i
g I c hα α= − x  [212, 213]. It 

was shown that such technique performed marginally better than the random techniques used for 
selecting the features from a codebook. However, the performance of boosting method was 
greatly enhanced by the introduction of adaptive boosting (Adaboost) [1, 212-215]. Here, the 
main difference is the classifier update function ( )( )( ) 0.5ln 1t t tf ε ε ε= − . Since the value of 

( ) 0f ⋅ =  implies no further optimization, the termination condition is set as 0.5
t

ε ≥ . This boosting 
method was adapted extensively in the object detection and recognition field. Though it is efficient 
in avoiding the problem of over-fitting, it is typically very sensitive to noise and clutter.  
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A variation on the Ada-boost, Logit-boost [212, 213, 216] used similar scheme but a logistic 
regression function based loss function, ( )( )( ) ln 1 exp ( )t i t i t ig I c hα α= + − x . As compared to the 

Ada-boost, it is more robust to the noisy and cluttered scenarios. This is because as compared to 
the Ada-boost, this loss function is flatter and provides a softer shift towards the noise images. 
Another variation on the Ada-boost is the GentleAda-boost [6, 8, 212, 213], which is similar to 
Ada-boost but uses a linear classifier update function ( )( ) 1

t t
f ε ε= − . The linear form of the 

classifier update function ensures that the overall update scheme is not severely prejudiced. 
 
In order to understand and compare the four boosting schemes, we present the plots between the 
error ε  and the loss function (which also incorporates the classifier update function through α ) 
for the four boosting schemes in FIGURE 6. FIGURE 6(a) shows the value of loss function when 
the chosen classifier gives the correct inference for an image. If the classifier is weak (high error) 
and yet generates a correct inference for an image, that image is boosted so that the classifier 
gets boosted. Similarly, FIGURE 6(b) shows the plot when the chosen classifier generates 
incorrect inference for an image. If the classifier is strong (low error ε ) and still generates an 
incorrect inference for an image, the classifier can be suppressed or weakened by boosting such 
image. 
 

                 
(a) Loss function when the inference is correct     (b) Loss function when the inference is incorrect 

 
FIGURE 6: Comparison of boosting techniques. (a) Loss function when the inference is correct (b) loss 

function when the inference is incorrect. 
 
It is evident that the desired property is not emulated well by the original boosting, which explains 
its slight (insignificant) improvement over the random selection of classifiers. On the other hand, 
Ada-boost is too strict in weakening or boosting the classifiers. Logit-boost and GentleAda-boost 
demonstrate a rather tempered performance, among whom, evidently Gentle-boost is the least 
non-linear and indeed the most gentle in weakening or boosting the classifiers. However, in our 
opinion, Logit-boost is the best among these methods precisely because of its combination of 
being gentle as well as non-linear. Due to the non-linearity, it is expected to converge faster than 
the GentleAda-boost and due to its gentle boosting characteristic, it is expected to be more robust 
than Ada-boost for noisy and cluttered images, where wrong inferences cannot be altogether 
eliminated. 
 
The convergence of boosting techniques (except the original one) discussed above can be 
enhanced by using a gradient based approach for updating the weights of the images. Such 
approach is sometimes referred to as the Gradient-boost [123, 213, 217, 218]. However, this 
concept can be used within the framework of most boosting approaches. Similar contribution 
comes from the LP-boost (linear programming boost) methods [36, 212], where concepts of linear 
programming are used for computing the weights of the images. In both the schemes, the 
iteration (step 2 of  
FIGURE 5) is cast as an optimization problem in terms of the loss function, such that the 
convergence direction and rate can be controlled. Such schemes also reduce the number of 
control parameters and make boosting less sensitive to them. 
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A recent work by Mallapragada [219], Semi-boost, is an interesting recent  addition to the body of 
boosting algorithms. While the existing boosting methods assume that every image in the 
validation dataset is labeled, [219] considers a validation dataset in which only a few images need 
to be labeled. In this sense, it provides a framework for incorporating semi-supervised boosting. 
In each iteration (step 2 of  
FIGURE 5), two major steps are done in addition to and before the mentioned steps. First, each 
unlabeled image is pseudo-labeled by computing the similarity of the unlabeled images with the 
labeled images, and a confidence value is assigned to each pseudo-label. Second, the pseudo-
labeled images with high confidence values are pooled with the labeled images as the validation 
set to be used in the remaining steps of the iteration. As the strong features are identified 
iteratively, the pseudo-labeling becomes more accurate and the confidence of the set of 
unlabeled data increases. It has been shown in [219] that Semi-boost can be easily incorporated 
in the existing framework of many algorithms. This method provides three important advantages 
over the existing methods. First, it can accommodate scalable validation sets (where images may 
be added at any stage with or without labeling). Second, since semi-boost learns to increase the 
confidence of labeling the unlabeled images, and not just fitting the features to the labeled data, it 
is more efficient in avoiding over-fitting and providing better test performances. Third, though not 
discussed in [219], in our opinion, the similarity and pseudo-labeling schemes should help in 
identifying the presence of new (unknown) classes, and thus provide class-scalability as well. 
Although another recent work by Joshi [117] tries to attack the same problem as [219] by using a 
small seed training set that is completely labeled in order to learn from other unsupervised 
training dataset, his approach is mainly based on support vector machine (SVM) based learning. 
It may have its specific advantages, like suitability for multi-class data. However, semi-boost is an 
important improvement within the boosting algorithms, which have wider applicability than SVM 
based learning methods. 
 
Another important method in the boosting techniques is the Joint-boost [1, 90], first proposed in 
[40, 220]. It can handle multi-class inferences directly (as opposed to other boosting techniques 
discussed above which use binary inference for one class at a time). The basis of joint boosting is 
that some features may be shared among more than one class [40, 220]. For this, the error metric 
is defined as ( ),j i t i

i

w Iκ κ

κ

ε =∑∑ , where 1 to Kκ =  represents various classes, and the inference 

i
I

κ  is the binary inference for class κ . Thus, instead of learning the class-specific strong 
features, we can learn strong shared features. Such features are more generic over the classes 
and very few features are sufficient for representing the classes generically. Typically, the number 
of sufficient features is the logarithmic value of the number of classes [40, 220]. However, better 
inter-class distances can be achieved by increasing the number of features. Even then the 
number of features required for optimal generality and specificity is much lesser than boosting for 
one class at a time. Such scheme is indeed very beneficial if a bag of words is used for 
representing the object templates. Joint boost has also been combined with principal component 
analysis based system in [121] to further improve the speed of training. 
 
8 . CONCLUSION 
This review paper addresses all the major aspects of an object detection framework. These 
include feature selection, learning model, object representation, matching features and object 
templates, and the boosting schemes. For each aspect, the technologies in use and the state-of-
the-art research works are discussed. The merits and demerits of the works are discussed and 
key indicators helpful in choosing a suitable technique are also presented. Thus, the paper 
presents a concise summary of the state-of-the-art techniques in object detection for upcoming 
researchers. This study provides a preliminary, concise, but complete background of the object 
detection problem. Thus, based on this study, for a given problem environment and data 
availability, a proper framework can be chosen easily and quickly. Background codes/theories 
can be used from the works cited here relevant to the chosen framework and the focus of 
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research can be dedicated to improving or optimizing the chosen framework for better accuracy in 
the given problem environment.  
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Abstract 

 
Hyperspectral imaging is widely used in many applications; especially in vegetation, climate 
changes, and desert studies. Such kind of imaging has a huge amount of data, which requires 
transmission, processing, and storage resources especially for space borne imaging. 
Compression of hyperspectral data cubes is an effective solution for these problems. Lossless 
compression of the hyperspectral data usually results in low compression ratio, which may not 
meet the available resources; on the other hand, lossy compression may give the desired ratio, 
but with a significant degradation effect on object identification performance of the hyperspectral 
data. Moreover, most hyperspectral data compression techniques exploits the similarities in 
spectral dimensions; which requires bands reordering or regrouping, to make use of the spectral 
redundancy. In this paper, we analyze the spectral cross correlation between bands for Hyperion 
hyperspectral data; spectral cross correlation matrix is calculated, assessing the strength of the 
spectral matrix, and finally, we propose new technique to find highly correlated groups of bands in 
the hyperspectral data cube based on "inter band correlation square", from the resultant groups 
of bands we propose a new predictor that can predict efficiently the whole bands within data cube 
based on weighted combination of spectral and spatial prediction, the results are evaluated 
versus other state of the art predictor for lossless compression. 
 
Keywords: Hyperspectral Compression; Band Regrouping; Edge Detection; Spectral correlation 
Matrix. 

 
 
1. INTRODUCTION 

Hyperspectral data contains a huge amount of spectral data distinctive in spectral resolution, 
which allows identification of each pixel based on its spectral footprint. On the other hand; this 
amount of data increases as spectral bands increase, usually satellite instrument that measures 
earth's illumination at specified spectral band, has more dynamic range than visual images; 
typically ranges from 10 up to 16 bits per pixel per band; additionally, considering the swath width 
of the satellite imagery; hyperspectral imaging session of a satellite may contain tremendous 
amount of digital data to be transmitted to ground station[1]; this limits the imaging session and 
spatial resolution. 
 
Many researches have been conducted to efficiently "carefully" compress this amount of data 
without losing the main advantage of hyperspectral imaging which is spectral resolution; two 
known compression approaches are usually investigated, lossy and lossless techniques; lossless 
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compression is perfect for compression data and keeping the original information without 
distortion and in the same time allow further processing of the image to identify earth's objects 
accurately; unfortunately this approach of compassion gives compression ratio ranges from 1 up 
to 3[2][3]; that means the compressed data will have smaller volume down to 3 times less the 

original one; this, in practical situations, is not sufficient; while compressed data still represents a 
significant issue for onboard satellite designer for transmission and storage[4]. 

 
On the other hand; lossy compression approach gives a great compression ratio, which may goes 
up to 40 times; this ratio, is achieved scarifying the low distortion rate; that means more losses 
will appear on the reconstructed data; this losses can and will affect the process of earth's object 
identification process[5]. Another approach of compression is known as near lossless; this 
approach achieves relatively higher compression ratio than achieved by lossless approach  and 
smaller distortion less than resulted from lossy compression approach; that is controlled by losses 
threshold. 
 
Meanwhile researches are continuing to find optimum solution that can fit onboard satellites[6]; 

most researches goes around exploitation of either spectral or spatial redundancy of 
hyperspectral data or both of them; spatial redundancy results from the fact that imaging certain 
territory will have similarity in spatial dimensions; these characteristics are exhaustively 
investigated during last decades; and as a result we have discrete cosine transformation and 
wavelet transformation; it exploits the spatial redundancy in the images in different ways of 
implementation either in ground image processing software or onboard satellite instrumentations. 
On the other hand; spectral redundancy is relatively a new dimension in hyperspectral imaging; 
many researches are trying to investigate the best way to deal with this redundancy[7], [8] and 

optimum techniques to exploit it; these facts lead to another activity of investigation and analysis 
of spectral structure of hyperspectral data [9],[10]. 

 
We introduce a new technique that can exploit spectral and spatial redundancies in the 
hyperspectral data cubes, based on the on modified median predictor[11] that can be extended to 
third dimension of prediction based on spectral analysis. 
 
This paper is organized as follow; first section discusses the origin of the topic, followed by 
explaining similarity measurement and spectral cross correlation structure of the hyperspectral 
data cubes, third section proposes calculation of global reference band that will be used in 
prediction; fourth section discusses the proposed J-predictor; section five, explains the predictor 
model and finally we evaluate the results against state of the art lossless compression in section 
six. 

 
2. INTER-BAND SPECTRAL CROSS CORRELATION AND SIMILARITY 

MEASUREMENTS 

Hyperspectral data can be viewed as a "Data-Cube"; this data cube has two spatial dimensions 
and one spectral dimension, spectral dimension represent the captured image in different spectral 
bands, usually successive. Spectral redundancy is based on the similarity between bands and 
each other’s; these similarity can be measured by spectral cross correlation[12], Conditional 
entropy, mutual information, Euclidian Distance, Maximum Absolute Distance, and Centered 
Euclidian Distance; these measures are well studied by researchers and compared to determine 
which one is best fit for regrouping  the bands for prediction based compression techniques; 
correlation is found to be the best for similarity measurement [8][13][14]; this results is a good 
point to start the analysis of spectral structure of the hyperspectral data cube. 

 
Correlation between spectral bands is named "spectral correlation" as it represents the 
correlation between two identical images in different spectral domains. The imaged piece of land 
by hyperspectral instrument is treated as unknown object, since the main objective of the satellite 
imagery is to provide data about these objects. The dependencies between bands should be 
reflectance of the material spectral response collected by imager; this may appear to be random 
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dependencies, but the average correlation between bands is the main measuring criteria of 
similarity, which is dependent on average material spectral response within the single band. 
Cross correlation is usually a standard measure of degree of similarity between tow images 
(matrices); some techniques of cross correlation estimation was used to investigate the 
hyperspectral inter-band correlation; this process is time consuming and requires extensive 
computational power. 

 
Cross correlation mainly depends on covariance calculation between the two bands; while 
normalized cross correlation uses variance of each band as divisor to remove values dependency 
on the variation of both brightness and contrast of the image. 

 
Selection of estimation technique should be based on deterministic criteria; such as simplicity, 
speed, minimum resources of memory and computational power. Fast normalized cross 
correlation[15][16] is a very good technique for calculating the similarity between two images; it is 
fast and calculate how much similarity two images are independent of their individual brightness 
and contrast. 

 
Using fast normalized cross correlation techniques, correlation between all hyperspectral bands 
in the data cube is estimated; for band i, correlation value is estimated with all other bands in the 
data cube j; using the Eq. (1). 

 
Data cube is estimated; for band i, correlation value is estimated with all other bands in the data 
cube j; using the Eq. (1). 
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Where: 
 
NCC(i,j): Normalized cross correlation between bands i. and j, 
 

iD (x,y): intensity of pixel, (x, y) pixel indices within one band, 
 

iD : mean of pixel intensity values of band i. 
 
This function is implemented in fast, optimized way in Matlab image processing tool box[17], 
based on "Fast Normalized Cross-Correlation"[15]. 

 
We estimating the inter-band cross correlation matrix for each hyperspectral data cube; three 
spaceborne  hyperspectral data samples are processes and used in this study; Table 1, illustrates 
the details of each data samples, associated figure that reflects the image view of spectral 
correlation matrix, and name of spectral correlation matrix (SCM) used in calculations the resulted 
spectral correlation matrix for three hyperspectral data samples, from both airborne and space 
borne instruments[18][19], are illustrated in FIGURE 1, FIGURE 2, FIGURE 3. 

 
We can notice that for "corr_mtxer" there is a strong correlation between the groups of bands 
starting from approximately band number 10 till band number 55, and group of bands starting 
from approximately band number 180 till band number 220 (GOB (~10-55) and GOB (~180-220)). 
This correlation appears in a square manner, dashed square in, this is called "Inter Band 
Correlation Square" (IBCS); IBCS itself is not symmetric around spectral correlation matrix 
diagonal. Checking of the existence of the IBCS, allows determining the correlation between 
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bands in hyperspectral data cube, this helps in band regrouping techniques used in compression 
of hyperspectral data[20][21][22][15]. 

 
 

Hyperspectra
l data sample 

Details Figure 
number 

Spectral 
correlation matrix 
name 

"ErtaAle" Hyperion instrument: 
7813 lines x 256 samples x 
242 bands, instrument bit 
depth = 12 bits. 

FIGURE 1 "corr_mtxer" 

"LakeMonon
a" 

Hyperion instrument: 
7833 lines x 256 samples x 
242 bands, instrument bit 
depth = 12 bits. 

FIGURE 2 "corr_mtxl" 

"MtStHelens" Hyperion instrument: 
7323 lines x 256 samples x 
242 bands, instrument bit 
depth = 12 bits. 

FIGURE 3 "corr_mtxhel" 

 
TABLE 1 Summary of hyperspectral data samples, its corresponding figures of correlation matrix, and 

name of correlation matrix 

 

 
FIGURE 1: Image view of SCM for "corr_mtxer"  

 

 
FIGURE 2: Image view of SCM for "corr_mtxl"  
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FIGURE 3: Image view of SCM for “corr_mtxhel” 

 

3. GLOBAL REFERENCE BAND 
Inter band correlation square is pattern of spectral correlation between bands in hyperspectral 
data; finding this square(s) refers to the location of the group(s) of bands that are highly 
correlated, and usually these GOBs are far away from each other. 
 
Edge detection is concept of image processing that helps to locate edges in the processed 
image; some algorithms are used in this area; such as, Sobel Method, Prewitt Method, Roberts 
Method, Laplacian of Gaussian Method, Zero-Cross Method, and Canny Method. 
 
The interest here to find the algorithm that determines the location(s) of the IBCS in the SCM; the 
algorithm should, at least, be able to determine the location of the biggest IBCS; or, if many 
similar exists, to determine at least one of them. 
 
Sobel, Prewitt, and Roberts methods find edges using the corresponding approximation to the 
derivative, and return edges at those points of maximum gradient. The Laplacian of Gaussian 
method finds edges by looking for zero crossings after filtering the matrix with a Laplacian of 
Gaussian filter. Zero-cross method finds edges by looking for zero crossings after filtering matrix 
with a selected filter. 
 
The Canny method finds edges by looking for local maxima of the gradient. The gradient is 
calculated using the derivative of a Gaussian filter. The method uses two thresholds, to detect 
strong and weak edges, and includes the weak edges in the output only if they are connected to 
strong edges. This method is therefore less likely than the others to be fooled by noise and more 
likely to detect true weak edges[23][24].  
 
Comparative Study of these techniques[25] have been carried out; also performance analysis of 
each of them [26], recommends that Canny Method has better performance while detection of 
edges and less sensitivity for noise. 
 
Using "Canny method" to estimate the edges of the IBCS[27]; we got the results in  
FIGURE 4 
 

 
 

FIGURE 4: Canny Edge detection for SCM 
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4. BANDS REGROUPING TECHNIQUE 
Finding IBCS in SCM will help in determining groups of bands that are highly correlated to each 
other’s; detection threshold used in edge detection process of each IBCS is the correlation value 
for each GOB, which indicates the level of similarity between bands and each other. 

 
We will take "corr_mtxer" as SCM, to investigate the principle of grouping based on IBCS. for 
example, there is a strong correlation between the groups of bands starting from approximately 
band number 10 till band number 55, and group of bands starting from approximately band 
number 180 till band number 220 (GOB (~10-55) and GOB (~180-220)). 

 
 

Detection 
Thr. 

GOB GOB 

0.7 9-53 9-53 

0.65 81-120 9-53 

0.6 181-221 101-120 

0.45 181-221 81-96 

0.4 125-165 9-53 

0.3 181-221 9-53 
 

TABLE 2: Group of bands and correlation threshold value of detection. 

 

 

 
FIGURE 5: GOBs correlation with each other. 

 
FIGURE 5 and  
TABLE 2 illustrate the correlation between groups of bands; as we can see, the GOB (9-53) is 
much correlated to almost all bands in the data cube; we call it the central group of correlation. 
 
From this central band we calculate what we call Global Reference Band (GRB)[28]; this band 
represents the average context of the whole correlated bands in the hyperspectral data cube; we 
use this band to exploit spectral redundancy[29]. 
 
We use simple exponential smoothing which assumes that the data fluctuates around a 
reasonably stable mean as the GOB is correlated to itself; forecasting the bands is based on 
equation (2): 
 

 

(2) 

Where  is the band under prediction; real data of the previous (reference) band,  predicted 

values of the previous band,  is smoothing factor,  is empirically selected [30]. 



Ayman Ahmed, Salwa ElRamly & Mohamed El. Sharkawy 

International Journal of Image Processing (IJIP), Volume (6): Issue (6): 2012 473 

 
We apply simple exponential smoothing for GOB (9-53) to generate Global reference band 
(GRB); GRB is then used as a reference band represents the mean values of correlated bands. 
 

5. J-PREDICTOR 
JPEG –LS[31] introduces a simple and efficient prediction scheme for spatial redundancy called 
median predictor or Median Edge Detection; JPEG-LS was developed with the aim of providing a 
low-complexity lossless and near-lossless image compression standard that could offer better 
compression efficiency than lossless JPEG. The JPEG-LS predictor is shown in Equation (3). 
 

Y =  
Min(N,W) if NW ≥ Max(N,W)
Max(N,W) if NW ≤ Min(N,W)
N +W− NW Otherwise .

 
 

 

(3) 

 

 

 
FIGURE 6:  Neighboring pixels location relative to predicted pixel- Median predictor. 

 
JPEG-LS predictor uses the Neighbor pixels for prediction FIGURE 6; in our modified model we 
add the corresponding pixel in the GRB for prediction, as it gives a considerable amount of 
information about the pixel in the same location in all correlated group of bands as in FIGURE 7; 
JPEG-LS predictor compares the upper left pixel with the upper and left pixels to select which one 
is more adequate for predicting the current pixel; this exploits the spatial redundancy in the image 
plane; as shown earlier.  
 

 
FIGURE 7:  J-Predictor 

 
The proposed predictor makes use of the collocated pixel in the previous band and predicts the 
current pixel based on similar model, each spectrally and spatially predicted values is assessed 
relative to surrounding pixel values and if spectrally predicted value is accepted it will be used in 
prediction process with its half weight .  

Y = waYa +wcYc  (4) 

 

Where,  spatially predicted value;  spectrally predicted value,  weight of spatially predicted 

value;  weight of spectrally predicted value;  predicted value of current pixel. 
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Ya =  
Min(N,W) if NW ≥ Max(N,W)

Max(N,W) if NW ≤ Min(N,W)
N +W − NW Otherwise .

 

 

Yc  = value of the co-located pixel in the GRB (YGRB ). 

wa=1-wc ;  

wc =  
0 if YGRB ≥ Max(N,W, NW)

0 if YGRB ≤ Min(N,W, NW)
0.5 Otherwise .

 

 
The model combines both spatially and spectrally predicted values with empirically selected 
weighting factor; it rejects the spectrally predicted value if it is far away from the surrounding 
pixels; while it add the spectrally predicted value multiplied by weight, in case of the value within 
the range. 
 
The prediction error is then encoded using JPEG2000 [33]in lossless mode. 
 

6. RESULTS 
The results of using the weighted prediction model combined with JPEG2000 in lossless 
compression mode are compared for other techniques for the same hyperspectral data samples 
shown in TABLE 3.  
 

  
Erta_Ale 

 
LakeMonon
a 

 
MtStHelen
s 

Aver
age 

Original data 12 12 12 12 

JPEG2000+ KLT[32] 6.02 5.75 6.06 5.94 

JPEG2000+ KLT Static[32] 5.96 5.72 6.01 5.90 

JPEG2000+ KLT Dynamic[32] 6.16 5.87 6.28 6.10 

JPEG2000(IWT(CDF))  6.40 6.14 6.56 6.37 

PRIM+FlossTree+LSCM[34] 5.007 4.870 5.019 4.905 

PRIM+FlossTree+LSCM with band 
reorder [34] 

4.992 4.859 4.995 4.831 

JPEG2000  with J-predictor 4.623 4.489 4.601 4.398 
TABLE 3: results of using J-predictor with JPEG2000 compared with other techniques 

 
JPEG2000 is combined with Karhunen–Loève transform (KLT); where reversible integer wavelet 
transform is used for lossless transform. 
 
The PRIM+FlossTree+LSCM algorithm is combination of  reordering technique followed by 
predictive lossless compression algorithm; Prim’s algorithm is used for bands reordering; where 
fast lossless Free/Libre and Open Source Software (FLOSS) algorithm is used for predictive 
lossless coding, the reordering process is based on local/causal Spectral Correlation Mapper[34]. 
Our proposed predictor has performance better than the listed techniques in table an 
improvement of number of bit per pixel per band is reduced using the J-predictor. 
 

7. CONCLUSIONS 
As hyperspectral compression is requiring an efficient techniques for exploitation of both spatial 
and spectral redundancies; we have proposed a new modified predictor for lossless compression 
of hyperspectral data cubes; the techniques mainly depends on calculation of spectral correlation 
matrix to discover the correlated group of bands; and as a result we calculate the global reference 
band that represent a mean value of spectral information of the hyperspectral data bands; this 
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bans is then used in modified predictor to predict the whole bands and the residual prediction 
error is then encoded by JPEG2000 in lossless mode. 
 
As a comparison this technique and other techniques showed that J-predictor can minimize the 
prediction error and consequently the number of bits required to encode the data. 
 
The main disadvantage of this techniques is that it depends on the calculation of spectral 
correlation matrix; which is a time consuming process, this issue can be addressed in future 
research. 
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Abstract 

 
Teleradiology using internet can offer patients in remote locations the benefit of diagnosis and 
advice by a super specialist present in a metropolis. However, exchange of vital information such 
as the clinical images and textual facts in the public network poses challenges of transmission of 
large volume of data as well as prevention of the distortion of the images. In this paper, a novel 
application system to jointly compress and watermark the medical images in a near-lossless, 
image-adaptive adaptive fashion is proposed to address these challenges. The system design 
uses genetic algorithm for adaptive wavelet coding to generate compressed data and integration 
of dual watermarks to realize the security and authentication of the compressed data. The GA-
based image adaptive compression provides feasible way to obtain optimal compression ratio 
without compromising the image fidelity upon subsequent watermarking. A multi-gene approach, 
with one gene coding for the embedding strength of the robust watermark and the other for the 
number of bits for embedding the semi-fragile watermark is used for optimal image-adaptive 
watermarking. A multi-parameter fitness function is designed to address the conflicting 
requirements of image compression, authenticity and integrity associated with teleradiology. 
Experimental results show the ability of the system to detect tampering and to limit the peak error 
between the original and the watermarked images. Moreover, as the watermarking is performed 
on the compressed image, the overhead for watermarking gets reduced. 
 
Keywords:Adaptive Compression, Dual Watermarking, Multi-gene Genetic Algorithm, Multi-
objective Fitness Function, Teleradiology. 

 
 
1. INTRODUCTION 

Within the expanding paradigm of medical imaging and wireless communications, there arises an 
ever increasing demand of fast transmission of diagnostic medical imagery over error-prone 
wireless communication channels such as those encountered in cellular phone technology. The 
mobile transmission of such images is prohibitive without the use of image compression to reduce 
the image size [1]. Therefore, medical images must be compressed to minimize transmission 
time, and robustly coded to ensure security [2]. This is especially favorable if the end application 
is teleradiology, because rural areas do not have high bandwidth communication network. The 
primary challenge of medical image compression is to reduce the data volume and to achieve a 
low bit rate in the digital representation of radiological images without perceived loss of image 
quality [3].  
 
To control the amount of information lost during the compression process, a class of algorithms 
capable of strictly controlling the compression loss has been devised and grouped under term 
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Near-Lossless Compression, whose main requirement is that of ensuring that the maximum error 
between the original and the compressed image does not exceed a fixed threshold. In the same 
line, the concept of near-lossless watermarking has been introduced recently to satisfy the strict 
requirements for medical image watermarking [4]. Moreover, these techniques do not adaptively 
arrive at an optimal compression ratio.  A single compression technique might not be suitable for 
all medical images because of their differing noise characteristics. A high compression ratio is 
preferable for reducing transmission time. But, it is difficult to attain the same compression ratio 
for an image with low PSNR, because it might degrade the original image, making it difficult for 
clinical reading. Hence it is necessary to find an optimal trade-off between the image quality and 
compression ratio. In addition, it is also essential to ensure that the compressed image has 
sufficient bandwidth to accommodate the watermark payload. This work attempts to investigate, 
for the first time, the application of GA in achieving an optimal compression ratio for dual 
watermarking in wavelet domain without degrading the image. 

 
2. GA-BASED IMAGE ADAPTIVE COMPRESSION 

Discrete wavelet transform (DWT) has gained extensive interest as a method of information 
coding [5, 6], due to its ability to decorrelate data effectively. Due to their inherent multiresolution 
nature, the coefficients of DWT are localized in both spatial and frequency domains, which is 
highly desired because HVS functions as a bandpass filter with the localization property [7-10]. In 
contrast to the conventional wavelet transform, the lifting scheme (LS) allows faster 
implementation of the wavelet transform [11].  In addition, it is better matched to the HVS 
characteristics. In the context of image authentication through joint coding and watermarking is 
highly desirable, since otherwise the fragile nature of the watermark will identify image 
compression as an unwanted manipulation, and will eventually fail to distinguish between 
compression (allowed) and tampering (not allowed). On the other side, tying the watermarking 
system to a particular coding format limits the flexibility of the authentication scheme, since the 
watermark is likely not to survive lossless format changes. It is one of the goals of the algorithm 
developed in this paper to embed the watermark in the compressed image, while still allowing the 
recovery of the watermark. 
 
Optimal compression can be measured as sufficient fidelity (~37 dB) of medical images given that 
an appropriate amount of compression is used [12]. To calculate the error value in the 
compressed image various parameters like mean square error (MSE), root mean square error 
(RMSE) may be used.  These parameters help to measure the trade-off between image quality 
and compression ratio (CR), defined as , is used as a relative measure. Here I and IC correspond 
to the input and compressed images, respectively. CR performs as a good measure for all 
images, independent of the way they are encoded, because it is only a ratio of the respective 
image sizes. The activity diagram of the novel joint GA algorithm for optimal compression and 
watermarking is presented in Fig. 1.  
 
In a general wavelet compression algorithm, an image is decomposed using wavelet transform to 
obtain LL, HL, LH and HH sub-bands. In the wavelet quantization context, the decorrelation 
property suggests that processing the coefficients independent of each other and the sparseness 
(or “heavy-tailedness”) property pave a way to use threshold estimators aimed at removing 
coefficients that are “small” relative to the noise. The classical choices for performing thresholding 
of lifting wavelet transform (LWT) coefficients are the hard and soft thresholding functions [6]. 
However, most of the wavelet thresholding methods suffer from the drawback that the chosen 
threshold may not match the specific distribution of signal and noise components in different 
scales. 
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FIGURE 1:Activity Diagram 

 
This is especially so, for medical images where both the PSNR and compression ratio are equally 
important. To address this problem, adaptive thresholding based on statistical priors of the noise 
models may be applied as it is done in denoising [13]. But, success of these methods depends 
upon the exact knowledge of the spectral SNR relationship, which varies with the type of imagery, 
leading to a case-by-case basis investigation. This motivates the development of robust and 
versatile compression methods that are capable of universal application, rather than being 
optimal under very specific condition. An ideal method should perform quantization by intelligently 
arriving at the level of compression from the images themselves without a priori input information. 
One such innovative approach is to use GA to optimize the threshold of each sub-band across 
different scales. Hence, an optimal trade-off between the MSE and compression ratio of medical 
images forms the basis for the fitness function used in the algorithm developed here.. 
 
2.1 Chromosome Encoding 
The basic structure of GA revolves around the concept of encoding a solution and evolving 
successive solutions according to their fitness. In the present work, the genes of a chromosome 
represent the threshold for a given image. Wavelet threshold values were represented by real-
coded chromosome to offer a number of advantages in numerical function optimization over the 
binary encoding. Efficiency of the GA is increased as there is no need to convert chromosomes to 
phenotypes before each function evaluation; less memory is required as efficient floating point 
internal computer representations can be used directly. There is no loss in precision by 
discretization to binary or other values; and there is greater freedom to use different genetic 
operators. The chromosome encoding adopted in this work is presented in Fig. 2. 
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FIGURE 2:Real-coded chromosome for GA-based image adaptive compression. 

 
2.2 Fitness Function 
The desired compression of medical images not only aims at achieving a higher compression 
ratio but also to retain the image quality. Hence the correct choice of threshold is crucial to the 
performance of a LWT-based compression algorithm. Hence, a multi-objective fitness function 
may be designed. In the present study, the fitness function is designed to maximize CR while 
keeping the error metric, MSE low. Such a function is given in Eqn. 1. 

 MSEwtCRf *−=  (1)                              

Similarly a multi-objective fitness function for adaptive dual watermarking is designed to maximize 
PSNR while keeping the NC low. The function is given in Eqn. 2. 

  )))),(),,((*(),(max(
''

ffrrW WWNCWWNCavgwtIIPSNRf −=  (2) 

Here WI refers to the watermarked image. Two watermarks rW  (robust) and fW  (semifragile) are 

embedded in I . The recovered watermarks are represented as 
'

rW and
'

fW . 

 

3. RESULTS AND DISCUSSION 
For validation of the algorithm, the six test images (Lena and five medical images as shown in 
Column 1 of Fig. 5) were used. To provide data integrity, an image containing patient name, 
physician name, hospital logo, date and remark of diagnosis was used as a robust watermark. 
The size of the semi-fragile watermark was kept small. Hence, a binary image containing the 
physician’s signature was used as the semi-fragile watermark. The watermarks used in this work 
are presented in Table 1. 

 

 Semi-fragile Robust 

Watermarks 

  

Size 64 x 65 56 x 28 
TABLE 1:Watermarks Used 

 
The efficiency of GA depends upon tuning of the GA-parameters for specific application. Hence 
several trials were performed to select optimal GA-parameters. Roulette wheel method was used 
for selection of chromosomes to the next generation. From extensive experiments, we found the 
proposed GA-based approach to work well with a single point crossover with a random crossover 
probability of Pc = 0.4 and a single point mutation with a mutation probability of Pm = 0.05.  
 

 
3.1 Influence of Population Size on Convergence 
To arrive at a suitable population size, experiments were performed using different population 
sizes with the above mentioned fixed crossover and mutation rates. Experiments were carried out 
with population sizes ranging from 10 to 150. There is a gradual increase in the fitness function 
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with increase of population size up to 90. Further increase in population size does not show any 
significant improvement in the fitness function. The computational overhead of different 
population sizes was also investigated. There is a fast increase in execution time when the 
population size increases above 50. Based on these results, a population size of 50 was selected 
as an optimal trade-off 
 
3.2 Halting Condition 
The termination condition adopted here is based on both evaluating the progress made by the 
algorithm in a predefined number of generations (100) or arriving at the average distance 
between the individuals to be less than 0.01. Similar experiments were done to estimate the GA 
parameters for dual watermarking of medical images. The various GA parameters thus estimated 
are collected in Table 2.  
 

Genetic 
Operator 

GA parameters for adaptive  
compression 

GA parameters for adaptive 
watermarking 

Initial population 90  chromosomes  60 chromosomes 

Encoding  Real encoding scheme 9 bit encoding scheme 

Fitness function  CR and MSE values as in Eqn. 1 PSNR and NC values as in Eqn. 2 

Selection  Roulette wheel selection Roulette wheel selection 

Crossover  Single-point crossover with probability 0.4 Two-point crossover with probability 0.5 

Mutation  Single-point mutation with probability of 
0.05 

Single-point mutation with probability of 
0.062 

Convergence  Convergence to single result or 100 
generations 

Convergence to single result or 100 
generations 

TABLE 2:GA Parameters 

 
The compressed images obtained using the GA-based image-adaptive compression is presented 
for visual evaluation in column 2 of Fig. 3. The quantitative parameters computed are presented 
in Table 3. The threshold values for different images clearly bring out the scope of the adaptive 
nature of the proposed algorithm. The threshold value obtained by the proposed algorithm is 
larger for the standard Lena image. Due to its high image quality, the Lena image is able to 
withstand a high compression ratio of 80.2:1. Since, medical images are of relatively low PSNR, a 
higher threshold value may lead to more information loss. The GA-based image adaptive 
compression algorithm automatically selects a lower threshold when the PSNR of input image is 
low, thus finding an optimal solution for the two conflicting objectives of fidelity and compression. 
 
3.3 Performance Evaluation 
The compressed images should be evaluated for their fitness to watermarking, because our 
overall aim is speed as well as secure transmission of medical images. Hence, the compressed 
images were tested whether they can withstand the dual watermarking process without suffering 
loss of clinical diagnostic reading. Hence, the multi-gene, multi-objective GA-based dual 
watermarking algorithm was used to watermark the compressed images, given in column 2 of 
Fig. 3. The visual results (the watermarked images) presented in column 3 of Fig. 3 reveal that, 
the image fidelity is retained even after compression and dual watermarking. 
 

Image CR MSE RMSE PSNR Threshold 

Lena 80.2 : 1 4.26 2.06 41.84 20.17 

Echo-A 63.7 : 1 3.86 1.96 42.26 9.06 

Echo-B 63.2 : 1 3.58 1.89 42.59 8.96 

Echo-C 40.2 : 1 4.82 2.20 41.30 
5.23 

Fundus 62.1 : 1 3.27 1.81 42.99 
7.83 

fMRI 61.8 : 1 4.21 2.05 41.89 7.21 

TABLE 3:Optimal threshold adaptively arrived by the GA-based algorithm. 
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FIGURE 3:Visual comparison of input, compressed and watermarked images 

 
The optimal embedding strength and the number of bits selected by the multi-gene, multi-
objective GA are collected in Table 4. The CR values in Table 4 correspond to the compression 
ratio achieved by GA-based compression approach. 
 
The PSNR values obtained for all images, given in column 3 of Fig. 3 are greater than 37 dB, 
satisfying the fidelity requirement of medical image watermarking. At the same time, the 
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recovered watermarks from these images result in correlation above 0.85, satisfying the 
conflicting requirements of fidelity, robustness and image size. 
 

Image 

Lena 

Echo-A 

Echo-B 

Echo-C 

Fundus 

fMRI 

TABLE 4

 
The common approach followed in reducing the transmission time in teleradiology is to compress 
the watermarked image. But, in this paper, for the first time, a novel algorithm which initially 
compresses the image by multi
compressed image by a multi-gene, multi
compare these approaches in terms of fidelity and robustness. Such a comparative evaluation is 
presented in Table 5. Row (a) corresponds to th
the proposed GA-based joint, image
developed in this chapter. Row (b) shows the recovered dual watermarks from the common 
approach of compressing the watermark
recovered watermarks and good image fidelity (PSNR > 37dB). But, for the same compression 
ratio (63.7:1), the recovery of the watermark fails, when the other widely used approach of 
compressing the watermarked image (Row b). 
 

 CR Recovered Robust
(a) 63.7:1 

(b) 63.7:1 

TABLE 5:

These results prove the superior performance and wide ranging significance of the algorithm 
presented here.  There is also an added advantage. Since the watermarking is performed on the 
compressed image, the overhead for the watermarking process becomes le
compactness of the compressed image. 
 
3.3.1 Robustness to Attacks 
Five different types of attacks were used to evaluate the robustness of the GA
for adaptive watermarking of the adaptively compressed image. The watermarks recovered after 
various attacks, shown in Table 6, reveal the robust watermark to wi
rotation and noise addition. However, the robust watermark does not withstand compression, 
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recovered watermarks from these images result in correlation above 0.85, satisfying the 
conflicting requirements of fidelity, robustness and image size.  

αααα 
No. of 
bits 

PSNR NC CR 

0.46 3 39.21 0.92 80.2 : 1 

0.22 2 38.62 0.89 63.7 : 1 

0.25 2 39.45 0.9 63.2 : 1 

0.11 1 37.02 0.85 40.2 : 1 

0.17 2 39.45 0.89 62.1 : 1 

0.27 2 38.86 0.89 61.8 : 1 

TABLE 4:Watermarking and image quality parameters. 

The common approach followed in reducing the transmission time in teleradiology is to compress 
the watermarked image. But, in this paper, for the first time, a novel algorithm which initially 
compresses the image by multi-objective GA, and then embeds the watermarks in the 

gene, multi-objective GA is implemented. It would be of interest to 
compare these approaches in terms of fidelity and robustness. Such a comparative evaluation is 
presented in Table 5. Row (a) corresponds to the recovered watermarks (robust and fragile) from 

based joint, image-adaptive compression and watermarking algorithm 
developed in this chapter. Row (b) shows the recovered dual watermarks from the common 
approach of compressing the watermarked images.Row (a) reveals high NC value for the 
recovered watermarks and good image fidelity (PSNR > 37dB). But, for the same compression 
ratio (63.7:1), the recovery of the watermark fails, when the other widely used approach of 

d image (Row b).  

Recovered Robust Recovered Semi-fragile PSNR 

 

 

38.62 

 

 

27.64 

:Recovered watermarks (robust and semi-fragile) 

 
These results prove the superior performance and wide ranging significance of the algorithm 
presented here.  There is also an added advantage. Since the watermarking is performed on the 
compressed image, the overhead for the watermarking process becomes less due to the 
compactness of the compressed image.  

 
Five different types of attacks were used to evaluate the robustness of the GA-based algorithm 
for adaptive watermarking of the adaptively compressed image. The watermarks recovered after 
various attacks, shown in Table 6, reveal the robust watermark to withstand the attacks like copy, 
rotation and noise addition. However, the robust watermark does not withstand compression, 
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recovered watermarks from these images result in correlation above 0.85, satisfying the 

The common approach followed in reducing the transmission time in teleradiology is to compress 
the watermarked image. But, in this paper, for the first time, a novel algorithm which initially 

watermarks in the 
objective GA is implemented. It would be of interest to 

compare these approaches in terms of fidelity and robustness. Such a comparative evaluation is 
e recovered watermarks (robust and fragile) from 

adaptive compression and watermarking algorithm 
developed in this chapter. Row (b) shows the recovered dual watermarks from the common 

ed images.Row (a) reveals high NC value for the 
recovered watermarks and good image fidelity (PSNR > 37dB). But, for the same compression 
ratio (63.7:1), the recovery of the watermark fails, when the other widely used approach of 

NC 
0.96 

0.61 

These results prove the superior performance and wide ranging significance of the algorithm 
presented here.  There is also an added advantage. Since the watermarking is performed on the 

ss due to the 

based algorithm 
for adaptive watermarking of the adaptively compressed image. The watermarks recovered after 

thstand the attacks like copy, 
rotation and noise addition. However, the robust watermark does not withstand compression, 
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since further compression of a compact image leads to more information loss, and thus making it 
difficult for the detector to recover 
 

 Copy 
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TABLE 6

 
3.3.2 Tamper Localization 
The semi-fragile watermark embedded in the compressed image can be used to spy the 
malicious tampering of the watermarked image. The results of tamper localization are shown in 
Table 7. The three tampering operations (Columns a
paste and cropping attacks. The non
of columns a-d of Table 7 show the tampered images, recovered watermarks and the tamper 
localization results, indicating the efficiency of the algorithm for joint compression and dual 
watermarking. It is interesting to note that the
tampering. Thus, the algorithm presented here satisfies many demands of medical image 
watermarking. 
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3.4 Computational Time 
The computational time required for the joint, image-adaptive compression and watermarking 
algorithm was estimated on an Intel dual core 2 GHz processor with 1 GB RAM. The time taken 
for compression and watermarking is presented in Table 8. It is interesting to note that, the time 
required for GA-based dual watermarking algorithm to embed in the uncompressed image is 
12.36 min. But, the time taken for the same dual watermarking on the same image after adaptive 
compression is only 8.58 min. Since the joint image-adaptive compression and watermarking 
algorithm embeds the dual watermarks in the compressed image, the computational time 
required for embedding is reduced by 4 min. Though, there is an additional computational 
overhead of 4.82 min for GA-based image compression, the reduction in size can help improving 
the transmission time. 
 

Modules 
Time taken 

(min) 

GA-based dual watermarking 12.36 

GA-based dual watermarking 
after adaptive compression 8.58  

TABLE 8:Computational time 

 

4. CONCLUSION 
This paper presents a novel algorithm to enhance the potential of teleradiology by integrating GA-
based image adaptive compression with GA-based color image dual watermarking. Two image 
processing applications, compression and watermarking are coupled to enhance the potential of 
watermarking in teleradiology, by exploiting the localization property of wavelet transform, using 
genetic algorithm.  The algorithm permits to jointly compress and watermark medical images and 
at the same time to maintain fidelity of the image. The algorithm is designed in such a way that 
the compression ratio and watermarking error can be controlled (near lossless compression and 
optimal watermarking). The results show that the GA-based system can automatically and image-
adaptively arrive at optimal compression and watermarking parameters. The application system 
can readily detect any tampering in the images. While the developed system is tested to work on 
telemedicine imagery, its use may be extended to other sensitive areas such as remote sensing, 
military application, video surveillance etc. 
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