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Editorial Preface 
 

The International Journal of Image Processing (IJIP) is an effective medium 
for interchange of high quality theoretical and applied research in the Image 
Processing domain from theoretical research to application development. This 
is the third issue of volume four of IJIP. The Journal is published bi-monthly, 
with papers being peer reviewed to high international standards. IJIP 
emphasizes on efficient and effective image technologies, and provides a 
central for a deeper understanding in the discipline by encouraging the 
quantitative comparison and performance evaluation of the emerging 
components of image processing. IJIP comprehensively cover the system, 
processing and application aspects of image processing. Some of the 
important topics are architecture of imaging and vision systems, chemical 
and spectral sensitization, coding and transmission, generation and display, 
image processing: coding analysis and recognition, photopolymers, visual 
inspection etc.     
IJIP give an opportunity to scientists, researchers, engineers and vendors 
from different disciplines of image processing to share the ideas, identify 
problems, investigate relevant issues, share common interests, explore new 
approaches, and initiate possible collaborative research and system 
development. This journal is helpful for the researchers and R&D engineers, 
scientists all those persons who are involve in image processing in any 
shape.  
 
Highly professional scholars give their efforts, valuable time, expertise and 
motivation to IJIP as Editorial board members. All submissions are evaluated 
by the International Editorial Board. The International Editorial Board ensures 
that significant developments in image processing from around the world are 
reflected in the IJIP publications. 
 
 
IJIP editors understand that how much it is important for authors and 
researchers to have their work published with a minimum delay after 
submission of their papers. They also strongly believe that the direct 
communication between the editors and authors are important for the 
welfare, quality and wellbeing of the Journal and its readers. Therefore, all 
activities from paper submission to paper publication are controlled through 
electronic systems that include electronic submission, editorial panel and 
review system that ensures rapid decision with least delays in the publication 
processes.  
 
 
 
 
 
 



To build its international reputation, we are disseminating the publication 
information through Google Books, Google Scholar, Directory of Open Access 
Journals (DOAJ), Open J Gate, ScientificCommons, Docstoc and many more. 
Our International Editors are working on establishing ISI listing and a good 
impact factor for IJIP. We would like to remind you that the success of our 
journal depends directly on the number of quality articles submitted for 
review. Accordingly, we would like to request your participation by 
submitting quality manuscripts for review and encouraging your colleagues to 
submit quality manuscripts for review. One of the great benefits we can 
provide to our prospective authors is the mentoring nature of our review 
process. IJIP provides authors with high quality, helpful reviews that are 
shaped to assist authors in improving their manuscripts.  
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Abstracts 

 
The explosive growth of image data leads to the need of research and 
development of Image retrieval. Image retrieval researches are moving from 
keyword, to low level features and to semantic features. Drive towards semantic 
features is due to the problem of the keywords which can be very subjective and 
time consuming while low level features cannot always describe high level 
concepts in the users’ mind. This paper is proposed a novel technique for objects 
spatial relationships semantics extraction and representation among objects 
exists in images. All objects are identified based on low level features extraction 
integrated with proposed line detection techniques. Objects are represented 
using a Minimum Bound Region (MBR) with a reference coordinate. The 
reference coordinate is used to compute the spatial relation among objects. 
There are 8 spatial relationship concepts are determined: “Front”, “Back”, “Right”, 
“Left”, “Right-Front”, “Left-Front”, “Right-Back”, “Left-Back” concept. The user 
query in text form is automatically translated to semantic meaning and 
representation. Besides, the image similarity of objects spatial relationships 
semantic has been proposed.  
 
Keywords : Semantic Gap, Objects Spatial Relationships Semantic, Automatic Image Semantic Extraction, 
Image Retrieval 

 
 
1. INTRODUCTION 
Image retrieval is the field of study concerned with searching and browsing digital images from 
database collection. This area of research is very active research since the 1970s [1, 2]. Due to 
more and more images have been generated in digital form around the world, image retrieval 
attracts interest among researchers in the fields of image processing, multimedia, digital libraries, 
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remote sensing, astronomy, database applications and other related area. Effective and fast 
retrieval of digital images has not always been easy, especially when the collections grow into 
thousands. An effective image retrieval system needs to operate on the collection of images to 
retrieve the relevant images based on the query image which conforms as closely as possible to 
human perception.  
 
1.1. Evolution of Image Retrieval 
The purpose of an image database is to store and retrieve an image or image sequences that are 
relevant to a query. There are a variety of domains such as information retrieval, computer 
graphics, database management and user behavior which have evolved separately but are 
interrelated and provide a valuable contribution to this research subject. As more and more visual 
information is available in digital archives, the need for effective image retrieval has become clear 
[3,4]. In image retrieval research, researchers are moving from keyword based, to content based 
then towards semantic based image retrieval and the main problem encountered in the content-
based image retrieval research is the semantic gap between the low-level feature representing 
and high-level semantics in the images. 
 
1.1.1. Keyword Based Image Retrieval 
In 1970s, the conventional image retrieval system used keyword as descriptors to index an image 
however the content of an image is much richer than what any set of keywords can express. 

 
Text-based image retrieval techniques employ text to describe the content of the image which 
often causes ambiguity and inadequacy in performing an image database search and query 
processing. This problem is due to the difficulty in specifying exact terms and phrases in 
describing the content of images as the content of an image is much richer than what any set of 
keywords can express. Since the textual annotations are based on language, variations in 
annotation will pose challenges to image retrieval.    
 
1.1.2. Content Based Image Retrieval 
In 1990s, Content-based image retrieval (CBIR) then has been used as an alternative to text 
based image retrieval. Unlike keywords-based system, visual features for contents-based system 
are extracted from the image itself. CBIR can be categorized based on the type of features used 
for retrieval which could be either low level or high level features. At early years, low level 
features include colour, texture, shape and spatial relations were used. The summary of CBIR 
researches done in retrieving the image based on their visual content can be found in our paper, 
ref [5] 
 
Although there are many sophisticated algorithms to describe color, shape and texture features 
approaches, these algorithms do not satisfied and comfort to human perception This is mainly 
due to the unavailability of low level image features in describing high level concepts in the users’ 
mind. For an example finding an image of a little boy is playing a ball in the garden. The only way 
a machine is able to perform automatic extraction is by extracting the low level features that 
represented by the color, texture, shape and spatial from images with a good degree of efficiency. 
 
1.1.3. Semantic Based Image retrieval 
In 2000s, semantic based image retrieval has been introduced. This is due to neither a single 
features nor a combination of multiple visual features could fully capture high level concept of 
images. Besides, the performance of image retrieval system based on low level features are not 
satisfactory, there is a need for the mainstream of the research converges to retrieve based on 
semantic meaning by trying to extract the cognitive concept of a human to map the low level 
image features to high level concept (semantic gap). In addition, representing the image content 
with semantic terms allows users to access images through text query which is more intuitive, 
easier and preferred by the front end users to express their mind compare with using images. The 
review and general framework of semantic based image retrieval can be found our paper in ref [6] 
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1.2. Semantic Gap 
Bridging the semantic gap for image retrieval is a very challenging problem yet to be solved [7,8]. 
Describing images in semantic terms is an important and challenging task that needed to carry 
out to fulfill human satisfaction besides to have more intelligent image retrieval system. 
 
Human beings are able to interpret images at different levels, both in low level features (colour, 
shape, texture and object detection) and high level semantics (abstract objects, an event). 
However, a machine is only able to interpret images based on low level image features. Besides, 
users prefer to articulate high-level queries [9,10], but CBIR systems index images using low-
level features. Hence, introducing an interpretation inconsistency between image descriptors and 
high-level semantics that is known as the semantic gap [3,10]. The semantic gap is the lack of 
correlation between the semantic categories that a user requires and the low-level features that 
CBIR systems offer. The semantic gap between the low-level visual features (color, shape, 
texture, etc.) and semantic concepts identified by the user remains a major problem in content 
based image retrieval [8]. 
 
Semantic content representation has been identified as an important issue to bridge the semantic 
gap in visual information access. It has been addressed as a good description and representation 
of an image, it able to capture meaningful contents of the image. Current researches often 
represent images in terms of labeled regions or images, but pay little attention to the spatial 
positions or relationships between those regions or objects [11]. Spatial relationship is needed in 
order to further increase the confidence in image understanding.  Besides, users preferred to 
express their information needs at the semantic level instead of the level of preliminary image 
features. Moreover textual queries usually provide more accurate description of users’ information 
needs. 
 
The attempt to overcome the gap between high level semantic and low level features by 
representing images at the object level is needed [7] as well as the spatial relationship of objects 
to further increase the image understanding 
 
 
2. RELATED WORKS 
In general, there is no direct link between such high-level semantic concepts and the 
automatically extracted, low-level image features. Therefore, to support query by semantic 
concept, there is a compelling need for CBIR systems to provide maximum support towards 
bridging the ‘semantic gap’ between the low-level visual features [3,12] and it is a very 
challenging task to extract and manage meaningful semantics and to make use of them to 
achieve more intelligent and user friendly retrieval [13]. 
 

2.1. Manual Image Semantic Extraction 
One conventional and common ways to describe the image in high level is using the manual 
annotation. Manual annotation needs to annotate every image by human where users enter some 
descriptive keywords when the images are loaded/registered/browsed. Existing applications that 
support manual image annotation include Wikipedia image collection [14], lonely planet [15], 
photoblog [16], fotopages [17], flickr and etc. They allow human to annotate images with some 
keywords. It is based on whole images and cannot annotated based on the objects or regions of 
the images. Inotes [18] and facebook [19] are most popular manual image annotation approaches 
where user can annotate various objects or regions based on selected regions in an image 
instead of just annotate whole images. 
 
Although manual annotation of image content is considered a “best case” in terms of accuracy, 
since keywords are selected based on human determination of the semantic content of images, 
as well as able to support user queries in text. However it is a labor intensive and tedious 
process. In addition, manual annotation may also introduce retrieval errors due to users forgetting 
what descriptors they used when annotating their images after a lengthy period of time. 
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Researchers have explored techniques for improving the process of manual annotation. So, 
researchers are moving toward automatically automatic extraction of the image semantic content. 
 
2.2. Semi/Automatic Image Semantic Extraction 
Reference [20] was the one of the early proposed automatic solutions, where a probabilistic 
framework based on estimating class likelihoods of local areas, labeled as either man made or 
natural, inside or outside objects scenes. Zhao and Grosky [13] proposed a method integrating 
the LSI, normalization and term weighting to obtain the meaningful features mapped to semantic 
landscapes. 
 
All the methods discussed are only able to retrieve similar images which have the whole 
semantics and does not indicate which part of the image gives rise to which words, so it is not 
explicitly object recognition. They are lacking of the ability to find the object semantics in images 
 
Various methods have been proposed to automatically capture region semantic of images instead 
of image semantic only. Reference [21] introduced the region-based co-ocurrence model to 
assign the word to the region. Reference [22] was proposed a model of object recognition as 
machine translation. In this model, the mapping between regions and keywords is learnt using a 
method based on the EM algorithm. Reference [23] implement a cross-media relevance model 
and identify 70 object concepts. The model in learns the joint probability of associating words to 
image features from training sets and uses it to generate the probability of associating a word to a 
given query image. Reference [24] then improved the reference [38] approach by using 
continuous probability density functions to estimate the probability of observing a region given an 
image, it is proven that it can improve on the results obtained in [23]. In [25], the authors propose 
a framework to link signal-based features to semantic data by mapping the multidimensional 
space defined by the extracted low-level features to predefined semantic classes through a 
Bayesian network. 
 
Even though the object/region semantics can be captured but then the extraction of spatial 
relational semantic descriptors is often neglected. They do not take into account the relational 
spatial semantics among objects in the images which affects the quality of the retrieval results. In 
other words, they only able to recognize images which contain a cat and a dog. However it fails to 
tell the actual relative direction (spatial relationship) between the dog and the cat. Representation 
of spatial relations semantics among objects are important as it can convey important information 
about the image and to further increase the confidence in image understanding contribute to 
richer querying and retrieval facilities. 
 

2.3. Objects Spatial Relationships Semantic Extraction 
Some methods has been introduced to capture the spatial relationship semantic. Some 
researches [11, 26] use ontology method to capture the relation semantics. Reference [26] 
adding the spatial semantic in image annotation by adopting the spatial concepts from the 
Suggested Upper Merged Ontology (SUMO). This approach is having high dependency on the 
semi-annotation process. Reference [26] extending it in both the granularity of the absolute 
positions, the extraction of combined relations (like above and to the left of) and through the use 
of object properties in the ontology to infer more complex spatial relations. Reference [42] 
proposed a unified multi-facetted framework unifying visual semantics and relational spatial 
characterization for automatic image retrieval that enforces expressivity and computational 
efficiency through fast lattice processing. The spatial relation of objects in image is represented 
using conceptual structures. The image is index using conceptual graph. The combined relation 
also can be captured using the mentioned method. 
 
Even thought simple relation and combined relation has been captured. However there are still 
having some false objects spatial relationships extraction concept (Example in Figure 1, the 
object B and C suppose to have Front/Back spatial relationship however ref [26, 27] extracted it 
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as Left/right relation concept and ref [11] extracted it as above-right relation).The combined 
relation is limited to 2 objects only for query images such as Object A is Left to and in Front object 
B and also lack of abstract query such as traffic jam situation. The multiple objects with combined 
relation should be considered such as Object A is Left to Object B and Right-Front Object C. And 
also, there is none of spatial relation semantic similarity for the spatial semantics description. 
Besides, It should be fully automatic image and spatial relation semantic extraction without 
involving any user or relevance feedback during the retrieval process.  
 
 
3. THE RESEARCH FRAMEWORK 
The research framework consists of four main components, which include low level features 
extraction, object identification and object semantic extraction and representation.  
 
1) The Low Level Features Extraction Component – the low level features of images are 
extracted and grouped based on their common characteristics to get the regions/segment of 
images. 
2) Object Identification Component- Regions/segment of images are integrated with line detection 
technique to extract the object of interest in images.  
3) Object Semantic Extraction Component - The object identified is indicated using Minimum 
Bound Region (MBR) and the properties of objects are extracted (eg. Color of car). Each object is 
represented by a reference coordinate. 
4) Objects Spatial Relationship Semantic Extraction Component -This component automatically 
extracts and identifies spatial information. It captured the spatial relationship among objects in the 
images. 
In this paper, the discussion and concentration is mainly on the objects and their spatial 
relationship semantics extraction and representation in the image. Traffic images are used as the 
domain of study. 
 
3.1. Objects Spatial Relationships Semantic extraction  
The objects spatial relationships semantic extraction approach has 6 main stages  
 
3.1.1 Determine the Road Slope as Z-axis 
The road slope is needed to determine and it is used as the reference slope for getting spatial 
relationship for all car objects in image. It is actually act as a Z-axis due to the image view is 
slanted.  
 

Road Slope, 
12

12)(
xx
yyRm




  

 

 
 

FIGURE 1 : Traffic images 
 
3.1.2 Calculate the Slope of Each Possible Pair of Objects in Image 
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Each of the objects is represented using Minimum Bound Region (MBR) that indicated using a 
box as show above. Each object has a reference coordinate (indicated by a small circle, left 
bottom of MBR) 
 
From Figure 1, Image consists of multiple car objects, I={Object A, Object B, Object C}  
The reference coordinate of objects as below 

 
Object A = RA( AA yx , ) 

Object B = RB( BB yx , ) 

Object C = RC( CC yx , )  
 
The slope of each possible pair of objects is calculated based on their object’s reference 
coordinate as below. 

Object A and Object B = 
AB

AB

xx
yyABm




)(  

Object A and Object C = 
AC

AC

xx
yyACm




)(  

Object B and Object C = 
BC

BC

xx
yyBCm




)(  

The spatial relationship of two objects is defined by computing and comparing the slope of two 
relative objects.  
 
3.1.3. Determine the Relational/Directional Relationship      
The basis of interpreting positions in reality is assumed as follows: The positions of left and right 
when viewing an image is inversed from the positions in real life. This means that when 
interpreting the image in Figure. 1, the red car is on the left in the image but in actual fact, it is on 
the right. 
 
There are four basic relative relations of “Left to”, “Right to‘, “Front to” and “Back to” as well as the 
composite spatial relations of “Right-Front”, “Left-Front”, Right-Back”, Left-Back” will be 
determined and discussed. Those are the most important relationship in the domain of traffic 
images.  
 
 
a) Front / Back Relationship 
 
The positive and negative value of slope between pair of objects will be used as indicator for 
Front/Back relation concept to ensure object is front or back of another object. 
 
The rules for inferring Front/Back relations are defined and illustrated in Figure 2: 
 
m(AB) > 0, A is Front to B 
m(AB) < 0, A is Back to B 
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FIGURE 2 : Front/Back relationship determination 

 
 
b) Absolute Front/Back and Right/Left Relationship 
 
Two objects are considered absolutely Front/Back relation when their slope value always infinity 
and absolutely Right/Left relation when their slope value is 0.   
  
The rules for inferring absolutely Front/Back and Right/Left relations are defined and illustrated in 
figure 3 : 
 
m(AB) =  , A is Front/Back to B 

m(AB) = 0, A is Right/Left  to B 
 

 
 (a)    (b) 

 
FIGURE 3 : Absolute Front/Back relationship(a) and Absolute Right/Left relationship (b) 

 
From the Figure 3, it shows that 2 objects only have 1 relation. It’s either Front/Back relation for 
object A and B in Figure 3(a) or Right/Left relation for object A and B in Figure 3(b). However, 
there are some composite relation exists between objects such as Left-Front, Left-Back, Right-
Front and Right-Back.  
 
c) Composite Relationship 
 
In traffic image, the road slope, m(R) value is used as reference line (axis-z) instead of axis-x and 
axis-y.  Given the figure below,  

 
FIGURE 4 : Composite Relation 
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If the slope of 2 objects is same with slope of road, it means there is only Front/Back relation. The 
rules for inferring Absolute Front/back relationship are defined as below 
 
m(R) =m )|,( jiOO ji  , Object I is absolute Front to Object j 
 
If the slope of 2 objects is same with 0, its mean there is only Right/Left relation. 
 
m )|,( jiOO ji  =0, Object i is absolute Right to Object j 
 
The composite relation is observed when the slope of 2 objects has value either greater or 
smaller than slope of road,  
 
m )|,( jiOO ji  <m(R), Object i is Right-Front to Object j, m>0 

m )|,( jiOO ji  <m(R), Object i is Right-Back to Object j, m<0 
m )|,( jiOO ji  >m(R), Object i is Left-Front to Object j, m>0 

 
3.1.4. Distance of Spatial Relationship Semantic 
The distance of the spatial relationship among 2 objects are calculated by,  
 
Spatial relationship Distance, d, d )|,( jiOO ji  =|m( )|,( jiOO ji  -m(R))| 
 
where m )|,( jiOO ji   is the slope of object iO and object jO , m(R) is the slope of the road. 
 
 
3.1.5. Spatial Relationship Semantics Representation 
Spatial relation semantic concept of image can be represented as, Sp 
 
Sp={m(R),[O:( ijP ),( ji OO , ijm ),( ji OO , ijd ),( ji OO ) ]| ji  , Oji  , , IO } 
 
where m(R) is the slope of road, ijP  ),( ji OO   is pair of objects iO  and jO , m ),( ji OO  is the 

slope between object iO  and jO  and d ),( ji OO is the distance of the spatial relation between 

object iO  and jO , O is total number of object in image I. 

 
 
 
 
4. USER QUERY 
The user query is used to express the user’s information need to retrieve images in collection of 
database that conform to human perception. According to Ref [28], to define a semantic meaning 
and representation of the input query that can precisely understand and distinguish the intent of 
the input query are the major challenges. It is difficult and often requires many human efforts to 
meet all these challenges by the statistical machine learning approaches.  
 
Querying by visual example is a paradigm, particularly suited to express perceptual asre pects of 
low/intermediate features of visual content [29]. Visual content refer to color, shape and texture 
features of images. Although promising progresses have been made in image retrieval 
techniques based on visual features, formulating a query such as submitting an example image 
or a sketch is sometimes not convenient for users.  
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Text-based queries are the most popular query method. User usually prefers using keywords to 
indicate what they want. [9,30].  Textual queries usually provide more accurate description of 
users’ information needs as it allow users to express their information needs at the semantic level 
and high level abstractions instead of limited to the level of preliminary image features. However, 
the textual words need to be translated automatically to semantic meaning and representation 
that are matched in the images semantic representation in database in order to have fully and 
precisely understand the user input. 
 
4.1 Semantic Extraction and Representation for User Query 
The user query in text forms that mainly focus on Object Spatial Relationship is automatically 
translate to semantics meaning and representation. The object spatial relationship semantic 
translation from user query has 3 main stages  
 
4.1.1. Determine Rules for Objects Spatial Relationship 
Right/Left, Rule 1: ( ijP  ( iO , jO ), ijm ),( ji OO =0, ijd 0),( ji OO  ), i Right j, j Left i 

Front/Back Rule 2: ( ijP  ( iO , jO ), ijm ),( ji OO , ijd 0),( ji OO ), i Front j, j Back i, j left-
Back i  
Left-Front Rule 3: ( ijP  ( iO , jO ), ijm ),( ji OO >0, ijd ),( ji OO >0), i Left-Front j 

Right-Front Rule 4: ( ijP  ( iO , jO ), ijm ),( ji OO >0, ijd ),( ji OO <0), i Right-Front j  

Right-Back Rule 5: ( ijP  ( iO , jO ), ijm ),( ji OO <0, ijd ),( ji OO <0), i Right-Back j 
Logical operation L: AND, OR, NOT 
 
4.1.2. Sub Divided User Query to Sub User Query (if there is any). 
Given example user query: 
 
Object A Right Object B AND Right-Front Object C 
Q=(Q 1C ….Q kC ), 
 
Q 1C  : Sub Query 1 : Object A Right Object B 

Q 2C  : Sub Query 2 : Object A Right-Front Object C 
 
 
 
4.1.3. Assign the Sub Query to Rules for Objects Spatial Relationship 
The conversion of the above user query to spatial relationship semantics representation rules is 
as below, 
 
Q=(Q 1C ….Q kC ), 

Where Q 1C ….Q kC is sub user query and k is the number of sub query for the user query. 
 
Q 1C = ( ABP  ( AO , BO ), ABm ( AO , BO =0), ABd 0),( BA OO ) Operator 

Q 2C = ( ACP  ( AO , CO ), ACm ( AO , CO >0), ACd  ( AO , CO ) 0 )) 
 
There is a operator between sub query, the operator can be logical operation AND, OR or NOT. 
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5. IMAGE SPATIAL SEMANTICS SIMILARITY MEASUREMENT  
Image Spatial semantic similarity is used to define the Spatial similarity between the image in 
database and user query.   
 
Database Images ID = 0iI , 1I ………. pI  

iI =( oP , 1P …… nP ) 
 
Where database images consists of k number of images, each image i consists of the n number 
of object pair. The n number is different for the image from i=0 to i=p. 
 
User Query, Q=(Q 1C ….Q kC ), 

Where Q 1C ….Q kC is sub user query and k is the number of sub query for the user query. 
 
The steps of the image semantics similarity is discuss as below 
 
5.1. Query Matching 
Query matching is the process to determine total number of matched element in sample image I 
to the Query Q. It is evaluated in terms of the matching based on m and d characteristic 
 
 
As an example of Query Q, object A Right Object B is defined as below,  
 

Q=( ABP  ( AO , BO ), ABm ( AO , BO =0), ABd 0),( BA OO ), 
 
And image I,  
 

I=  ( ijP ),( ji OO , ijm ),( ji OO , ijd ),( ji OO ) | ji  , Iji  , ) 
 
Where I consists of a list of pair object i and Object j 
 
The matching of Q to image I is defined as a total number of matched pairs in I as show below 
 
Match(Q,I) = number of element for ( IQ ) 
5.2. Image Similarity  
The Image similarity is used to define the similarity between user query and Image. The image 
similarity based on Single condition of User Query (without logical operation) and Multiple 
condition of User query ( Logical operation involved) are then determined 
 
5.2.1. Single Condition of User Query (without Logical Operation) 
In this single condition of user query, there is no logical operation involved in the user query.  
 
The similarity of image I to query Q is defined as the ratio of number of matched pair, over the 
total number of pairs in image as show below,  
 

simS (Q 1C , iI )=
n

IQelementofnumber ),(
 ,  

 
Where number of element (Q,I) is the number of matched pair in query matching while n is total 
number of pairs in images 
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5.2.2. Multiple Condition of User Query (Logical Operation Involved) 
For multiple condition of user query, image Semantics Similarity is determined based on the 
involvement of logical operation AND, OR and NOT. 
 
5.2.2.1. Logical AND Operation 
If there is a or more logical AND operation involved in user query, all of their sub query must be 
combined to get the object relationship semantic similarity,  ANDS  

)( ANDsimS
 

ji
kTotal

CSCS
k

i
jsimisim







)(

)I ,(Q )I ,(Q ii

 

 
Where  )(Q isim CS is semantic similarity of user sub query i and )I ,(Q ijsim CS  is semantic 
similarity of user sub query j respectively to the image i while k is total number of sub user query.  
 
5.2.2.2. Logical OR Operation 
If there is a logical OR operation involved in user query, the maximum value of the object spatial 
relationship semantics similarity of sub query is chosen as it represents the closest match 
between database images and user query. 
 

)(ORsimS  = Max  
k

i
jsimisim CSCS )I ,(Q, )I ,(Q ii  

 
Where simS  )I ,(Q iiC is the semantics similarity for sub query i and k is total number of sub 
query.  
 
 
 
 
 
5.2.2.3 Logical NOT Operation 
For logical NOT operation, the list of images are the images that are not listed in the candidate 
objects in Candidate object filters. 

 

NOTO  = 
iQCO  

 
where 

iQCO is list of objects that do not found in the 
iQCO  

 
 
5.3. Range of Image Spatial Semantic Similarity 
The degree of image spatial similarity ranges from 0 to 1. The value 1 indicates that there is a 
perfect match of the database images with user query while value 0 indicates that there are 
dissimilar. 
 
 
6. CONCLUSION 
This paper provides a study of image retrieval work towards narrowing down the ‘semantic gap’. 
Recent works are mostly lack of semantic features extraction especially in objects spatial 
relationships semantic and user behavior consideration. Therefore, a new method and approach 
for extracting objects spatial relationships semantic and representation automatically from images 
has been proposed in order to bridge the semantic gap besides enhance the high level semantic 
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search and retrieval. There are 8 of main important spatial relationship concept has been 
introduced. Besides, the objects spatial relationship semantic similarity is also introduced. This 
work will be enhanced and expanded further to include the object characteristics as well as more 
abstract high level queries with spatial relationship semantic representation. There is a need of 
image retrieval system that is capable to interpret the user query and automatically extract the 
semantic feature that can make the retrieval more efficient and accurate to bridge the semantic 
gap problem in image retrieval. 
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Abstract 

 
In this paper we have proposed two different approaches for feature vector 
generation with absolute difference as similarity measuring parameter. Sal-cal 
vectors density distribution and Individual sector mean of complex Walsh 
transform. The cross over point performance of overall average of precision and 
recall for both approaches on all applicable sectors sizes are compared. The 
complex Walsh transform is conceived by multiplying sal components by j= √-1.  
The density distribution of real (cal) and imaginary (sal) values and individual 
mean of Walsh sectors in all three color planes are considered to design the 
feature vector. The algorithm proposed here is worked over database of 270 
images spread over 11 different classes. Overall Average precision and recall is 
calculated for the performance evaluation and comparison of  4, 8, 12 & 16 
Walsh sectors. The overall average of cross over points of precision and recall is 
of all methods for both approaches are compared. The use of Absolute difference 
as similarity measure always gives lesser computational complexity and 
Individual sector mean approach of feature vector has the best retrieval. 
 
Keywords: CBIR, Walsh Transform, Euclidian Distance, Precision, Recall, Kekre’s Algorithm 

 

 
 

1. INTRODUCTION 
The explosive growth in the digital information in the form of videos and images has given the 
birth to issue of its storage and management [1].Digital information in the form of images are very 
widely used on web and in various applications like medical, biometric, security etc. Management 
of such large image databases requires search and retrieval of relevant images to use it in time. 
The earlier methods of search and retrieval of relevant images from the database were based on 
texts which used to be ambiguous and involved lot of human intervention. The need of better 
method of search and retrieval of images has given the birth to the content based Image retrieval 
approach. Here the image itself is used as a query and images having similar contents are 
retrieved from the large database. The earliest use of the term content-based image retrieval in 
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the literature seems to have been by Kato [3] to describe his experiments into automatic retrieval 
of images from a database by using color, texture and shape as features. The term has since 
been widely used to describe the process of retrieving desired images from a large collection on 
the basis of features (such as colors, texture and shape) that can be automatically extracted from 
the images themselves. The typical CBIR system [2-6] performs two major tasks. The first one is 
feature extraction (FE), where a set of features, called image signature or feature vector, is 
generated to closely represent the content of each image in the database. A feature vector is 
much smaller in size than the original image, typically of the order of hundreds of elements (rather 
than millions). The second task is similarity measurement (SM), where a distance between the 
query image and each image in the database using their signatures is computed so that the top 
―closest images can be retrieved.[8-10]. Various methods of CBIR like Bit truncation coding 
(BTC)[14], use of Transforms[15],[16],[18],[20],[21], Vector quantization [12],[19] has already 
been proposed for feature vector generation. The basic features of images like color [12][13], 
shape, texture are taken into consideration. Here in this paper we have proposed the innovative 
idea of sectorization of complex Walsh transform and use of density distribution of sal and cal 
elements in sectors of complex Walsh transform and individual mean of sal and cal distributions 
in each sector as two different methods to generate the feature vector. We have also proposed 
the use of absolute difference which is faster as similarity measuring parameter for CBIR instead 
of Euclidian distance which  requires large computations . 

 

2. Walsh Transform 
These Walsh transform [16] matrix is defined as a set of N rows, 
denoted Wj, for j = 0, 1, .... , N - 1, which have the following properties: 

 Wj takes on the values +1 and -1. 
 Wj[0] = 1 for all j. 
 Wj x WT

k=0, for j ≠ k and Wj x WkT =N, for j=k. 
 Wj has exactly j zero crossings, for j = 0, 1, ., N-1. 
 Each row Wj is either even or odd with respect to  

             its midpoint. 
 
Walsh transform matrix is defined using a Hadamard matrix of order N. The Walsh transform 
matrix row is the row of the Hadamard matrix specified by the Walsh code index, which must be 
an integer in the range [0, ..., N - 1]. For the Walsh code index equal to an integer j, the 
respective Hadamard output code has exactly j zero crossings, for j = 0,  1, ... , N - 1.  
 
Kekre’s Algorithm to generate Walsh Transform from Hadamard matrix [17]: 
Step 1: 
Arrange the ‘n’ coefficients in a row and then split the row in ‘n/2’, the other part is written below 
the upper row but in reverse order as follows: 
0    1   2   3   4   5  6  7  8  9  10  11  12  13  14  15  
15 14 13 12 11 10  9  8 
Step 2: 
We get two rows, each of this row is again split in ‘n/2’ and other part is written in reverse order 
below the upper rows as shown below.    
0    1   2   3    
15 14 13 12  
7    6   5    4 
8    9  10  11 
 
This step is repeated until we get a single column which gives the ordering of the Hadamard rows 
according to sequency as given below: 
0 ,15, 7, 8, 3,12,4,11,1,14,6,9,2,13,5,10 
 
Step 3: 
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According to this sequence the Hadamard rows are arranged to get Walsh  transform matrix. Now 
a product of Walsh matrix and the image matrix is calculated. This matrix contains Walsh 
transform of all the columns of the given image. Since Walsh matrix has the entries either  +1 or 
 -1  there is no multiplication involved in computing this matrix. Since only additions are involved 
computation complexity is very low. 
 

3.  Feature Vector Generation and Similarity Measure 
 
The proposed algorithm makes novel use of Walsh transform to design the sectors to generate 
the feature vectors for the purpose of search and retrieval of database images. The complex 
Walsh transform is conceived by multiplying all sal functions by j= √-1 and combining them with 
real cal functions of the same sequency. Thus it is possible to calculate the angle by taking tan-1 
of sal/cal. However the values of tan are periodic with the period л radians hence it can resolve 
these values in only two sectors.   To get the angle in the range of 0-360 degrees we divide these 
points in four sectors as explained below. These four sectors are further divided into 8, 12 and 16 
sectors. We have proposed two different approaches for feature vector generation with absolute 
difference as similarity measure which is compared with  Euclidean distance [8-10], [12-15] which 
is widely used as similarity measuring parameter. Sa-cal density distribution in complex transform 
plane and  Individual sector mean are two different approaches to generate feature vectors. In the 
first approach the density distribution of sal and cal in each sector is considered for feature vector 
generation. Each Walsh sector is represented by single percentage value of sal cal distribution in 
particular sector w.r.t. all sectors for feature vector generation; calculated as follows: 
 

(Total number of sal in particular sector) 
                     ----------------------------------------------------- X 100       (1) 

(Total number of sal in all sectors) 
 

Thus for 8, 12  and 16 Walsh sectors with 8, 12  and 16 feature components for each color planes 
i.e. R, G and B are generated. The feature vector is of dimension 24, 36 and 48 components. In 
the second approach mean of  the vectors which has sal and cal as components in each sector is 
calculated to represent each sector for all three color planes i.e. R. G and B. Thus forming the 
feature vector of dimension 12, 24, 36 and 48 for 4, 8, 12 and 16 complex Walsh transform 
sectors.    

3.1 Four Walsh Transform Sectors: 
To get the angle in the range of 0-360 degrees, the steps as given in Table 1 are followed to 
separate these points into four quadrants of the complex plane. The Walsh transform of the color 
image is calculated in all three R, G and B planes. The complex rows representing sal 
components of the image and the real rows representing cal components   are checked for 
positive and negative signs. The sal and cal Walsh values are assigned to each quadrant. as 
follows: 
 

Sign of Sal Sign of 
Cal 

Quadrant Assigned 

+ + I (0 – 90 Degrees) 
+ - II ( 90 – 180 Degrees) 
- - III( 180- 270 Degrees) 
- + IV(270–360 Degrees) 

 
TABLE 1. Four Walsh Sector formation 

 
The equation (1) is used to generate individual components to generate the feature vector of 
dimension 12 considering three R, G and B Planes. The sal and cal density distribution in all 
sectors is used for feature vector generation. However, it is observed that the density variation in 
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4 quadrants is very small for all the images. Thus the feature vectors have poor discretionary 
power and hence higher number of sectors such as 8,12 and 16 were tried. In the case of second 
approach of feature vector generation i.e. individual sector mean has better discretionary power 
in all sectors. Absolute difference measure is used to check the closeness of the query image 
from the database image and precision recall are calculated to measure the overall performance 
of the algorithm. These results are compared with Eucledian distance as a similarity measure.  

3.2 Eight Walsh Transform Sectors: 
Each quadrants formed in the previous section obtained  4 sectors. Each of these sectors  are 
individually divided into 2 sectors using angle of 45 degree as the partitioning boundary. In all we 
form 8 sectors for R,G and B planes separately as shown in the Table 2. The percentage density 
distribution of sal and cal in all 8 sectors are determined using equation (1) to generate the 
feature vector.  
 
 

Quadrant of 4 
Walsh sectors 

Condition New sectors Formed 

I (0 – 90 0 ) Cal >=  Sal I (0-45 Degrees) 
 Sal > Cal II (45-90 Degrees) 

II ( 90 – 1800 ) |Sal | > |Cal| III(90-135 Degrees) 
 |Cal| >= |Sal| IV(135-180 Degrees) 

III ( 180- 270 0 ) |Cal| >= |Sal| V (180-225 Degrees ) 
 |Sal| > |Cal| VI (225-270 Degrees) 

IV ( 270 – 3600 ) |Sal| > |Cal| VII (270-315 Degrees) 
 |Cal| >= |Sal| VIII (315-360 Degrees ) 

 
TABLE 2. Eight Walsh Sector formation 

3.3 Twelve Walsh Transform Sectors: 
Each quadrants formed in the previous section of 4 sectors are individually divided into 3 sectors 
each considering the angle of 30 degree. In all we form 12 sectors for R,G and B planes 
separately as shown in the Table 3. The percentage density distribution and mean value of sal 
and cal in all 12 sectors are determined to generate the feature vector 
 

4 Quadrants Condition New sectors 
I (0 – 900) Cal >= √3 * Sal I (0-30 0) 

 1/√3 cal <=sal<= √3 cal II (30-60 0) 
 Otherwise III (60-90 0) 

II ( 90 – 1800) Cal >= √3 * Sal IV (90-120 0) 
 1/√3 |cal| <=|sal|<= √3 |cal| V (120-150 0) 
 Otherwise VI (150-180 0) 

III ( 180- 2700 ) |Cal|>= √3 * |Sal| VII (180-210 0 ) 
 1/√3 cal <=|sal|<= √3 |cal| VIII(210- 240 0) 
 Otherwise IX (240-270 0) 

IV ( 270 – 3600) |Cal|>= √3 * |Sal| X (270-300 0) 
 1/√3 |cal| <=|sal|<= √3 |cal| XI (300-330 0 ) 
 Otherwise XII (330-360 0) 

 
TABLE3. Twelve Walsh Sector formation 
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4. Results and Discussion 
        
             

 
 

FIGURE 2: Query Image 
 

The image of the class Bus is taken as sample query image as shown in the FIGURE. 2 for both 
approaches of sal cal density distribution and individual sector mean. The first 21 images 
retrieved in the case of sector mean in 12 Walsh sector used for feature vectors and Absolute 
difference as similarity measure are shown in the FIGURE, 3. It is seen that only  7 images of 
irrelevant class are retrieved among first 21 images and rest are of query image class i.e. Bus. 
Whereas in the case of sal cal density in 12 Walsh Sectors with Absolute Difference as similarity 
measures there are only 3 images of irrelevant class and 18 images of the query class i.e. Bus is 
retrieved as shown in the FIGURE.4. 
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FIGURE 3: First 21 Retrieved Images based on individual sector mean of 12 Walsh Sectors with 
Absolute Difference as similarity measures for the query image shown in the FIGURE 2. 

 

  

  

  

  

 

  

FIGURE 4: First 21 Retrieved Images based on individual sector sal cal density in 12 Walsh 
Sectors with Absolute Difference as similarity measures for the query image shown in the 
FIGURE 2. 
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Once the feature vector is generated for all images in the database a feature database is created. 
A query image of each class is produced to search the database. The image with exact match 
gives minimum absolute difference. To check the effectiveness of the work and its performance 
with respect to retrieval of the images we have calculated the precision and recall as given in 
Equations (2) & (3) below: 

Number of relevant images retrieved 
Precision=-----------------------------------------------                   (2) 

Total Number of images retrieved 
 
 

Number of Relevant images retrieved 
Recall=-------------------------------------------------                    (3) 

Total number of relevant images in database 
 
 
 
The FIGURE.5 - FIGURE.7 shows Overall Average Precision and Recall performance of sal cal 
density distribution in 8, 12 and 16 complex Walsh Transform sectors with Euclidian Distance 
(ED) and Absolute difference (AD) as similarity measures. The bar chart Comparison of Overall 
Precision and Recall cross over points based on individual sector mean of Walsh 4, 8,12 and 16 
sectors and sal and cal density distribution with Euclidian distance (ED) and Absolute difference 
(AD) as similarity measure are shown in FIGURE 12 and FIGURE 13 respectively. It is observed 
that the Individual sector mean approach of feature vector generation gives the better retrieval 
compared to sal cal density distribution with both methods of similarity measures i.e. ED and AD. 
 
 

 

FIGURE. 5: Overall Average Precision and Recall performance of sal cal density distribution in 8 
complex Walsh Transform sectors with Euclidian Distance (ED) and Absolute difference (AD) as 

similarity measures. 



H.B.Kekre & Dhirendra Mishra 
 

International Journal Of Image Processing (IJIP), Volume (4): Issue (3)  212 

 

FIGURE. 6: Overall Average Precision and Recall performance of sal cal density distribution in 12 
complex Walsh Transform sectors with Euclidian Distance (ED) and Absolute difference (AD) as 

similarity measures. 

 

FIGURE 7: Overall Average Precision and Recall performance of sal cal density distribution in 16 
complex Walsh Transform sectors with Euclidian Distance (ED) and Absolute difference (AD) as 

similarity measures. 

. 

The FIGURE.8 - FIGURE.11 shows the Overall Average Precision and Recall performance of 
individual sector mean  of 4, 8, 12 and 16 Walsh Transform sectors with Euclidian Distance(ED) 
and Absolute Difference (AD) respectively. The performance of 4, 8, and 12 sectors give better 
retrieval rate of 0.59,0.568,0.512 in case of ED and 0.54,0.54 and 0.50 in case of AD . 
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FIGURE 8: Overall Average Precision and Recall performance of individual sector mean  in 4 
complex Walsh Transform sectors with Euclidian Distance (ED) and Absolute difference (AD) as 

similarity measures. 

.  

FIGURE 9: Overall Average Precision and Recall performance of individual sector mean  in 8 
complex Walsh Transform sectors with Euclidian Distance (ED) and Absolute difference (AD) as 

similarity measures. 
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FIGURE 10: Overall Average Precision and Recall performance of individual sector mean  in 12 
complex Walsh Transform sectors with Euclidian Distance (ED) and Absolute difference (AD) as 

similarity measures. 

. 

 

FIGURE 11: Overall Average Precision and Recall performance of individual sector mean  in 16 
complex Walsh Transform sectors with Euclidian Distance (ED) and Absolute difference (AD) as 

similarity measures. 
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FIGURE 12: Comparison of Overall Precision and Recall cross over points based on individual 
sector mean of Walsh 4, 8,12 and 16 sectors with Euclidian distance (ED) and Absolute 

difference (AD) as similarity measure. 

 

FIGURE 13: Comparison of Overall Precision and Recall cross over points based on sal and cal 
density distribution in Walsh 8,12 and 16 sectors with Euclidian distance (ED) and Absolute 

difference (AD) as similarity measure. 

.5. CONCLUSION  

The Innovative idea of using complex Walsh transform 4, 8, 12 and 16 sectors of the images to 
generate the feature vectors for content based image retrieval is proposed. We have proposed 
two different approaches for feature vector generation namely density distribution and mean 
value of the vectors having sal and cal components of same sequency. In addition we have 
proposed a new similarity measure namely  sum of absolute difference of feature vector 
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components and its results are compared with commonly used Euclidian distance. The cross over 
point performance of overall average of precision and recall for both approaches on all applicable 
sectors are compared. We have used the database of 270 images having 11 different classes. 
The results are summarized below: 

Using Walsh transform and absolute difference as similarity measuring parameter which requires 
no multiplications reduces the computational complexity reducing the search time and 
calculations by a factor of 8.  

The performance of 8, 12 and 16 sectors is compared for density distribution. It is found that 12 
sectors give the best result followed by 16 and 8. 12 sectors give the best outcome of overall 
average precision and recall cross over point at 0.503 compared to 0.184 and 0.272 for 8 and 16 
sectors respectively as shown in the FIGURE. 12.  
For mean value the best results are obtained for sector 4. Here also the Euclidian distance 
measure gives cross over point as 0.59 compared to 0.541 in case of Absolute difference. It is 
also observed that the mean value approach has better discretion as compared to density 
distribution. Finally it seems that absolute difference similarity measure is much faster than 
Euclidian distance measure but this happens at slight degradation of the performance. 
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Abstract 

 
The implementation of our watermarking system is based on a hybrid system 
combining the human visual system (HVS) and the fuzzy inference system (FIS), 
which always passes through the transcription of human expertise in the form of 
fuzzy rules expressed in natural language, which allows our watermarking 
system remain understandable for non expert and become more friendly. The 
technique discussed in this paper is the use of an advanced approach to the 
technique of watermark that is the multi-watermark or the watermarking multiple 
of medical images in the frequency domain. In this approach, the emphasis will 
be on the safe side and the invisibility while maintaining robustness against a 
certain target range of attacks. Furthermore, this approach is based on a 
technique totally blind as we will detail later. 

Keywords: Digital watermarking, Fuzzy inference system (FIS), insertion force, The human visual system 
(HVS), Robustness.

 

1. INTRODUCTION 
The new technologies of information and communication media are likely to make doctors and 
patients decisive help in finding a better quality of care. But the ease of access afforded by these 
new technologies poses the problem of the security of information particularly of medical images 
[10]. The role of security imposed on the medical image is attributed to watermarking [17]. 
However, its use in the domain of medical image is rare and few studies have been devoted.  
Even if the watermarking images are generally translated by imperceptible signals, the very fact 
that it modifies the host image hinders its spread in the hospital [25] [15]. However, in this article 
a major constraint and a question arose: How should provide a robust watermarking system 
applied in the medical field? 
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It is clear that we want it to be tamperproof and must therefore be protected by keys ensuring this 
security. It is not necessary that it has to be robust to a wide range of attacks as the most robust 
watermarking that protect the copyrighted images. Indeed, if the patient dares to degrade the 
watermark, he probably will alter the image also and the authenticity will be suspect at the same 
time it would degrade the diagnosis.  
The work presented in this paper proposes a new watermarking technique based on a fuzzy 
inference system to extract the knowledge of sensitivity of human eye using the HVS model. The 
FIS and the HVS handsets are used in this work to automatically determine the insertion force in 
certain frequency components without being visually perceptible. Like most watermarking 
algorithms proposed, the invisibility of the watermark is obtained by using different properties of 
human visual system (HVS). 
 

2. The Human visual system model 
To hide the watermark in the image, it is useful to exploit the weaknesses of the human visual 
system [19, 13, 20, and 4]. However, the study of human perception is not confined only to the 
understanding of the optical device that represents the eye: Between the visions of the image that 
is printed on the retina and its interpretation in the human brain. The road is long and involves 
complex processes that are, todate, far from being fully mastered. 
We will try in what follows to present the essential characteristics of human visual system that can 
be exploited to improve the imperceptible signature and to watermark the image with an adjusted 
coefficient by its internal dynamics. 
We focus here on the sensitivity of brightness, texture and frequency. The HVS model used in 
this work has been suggested in [1, 2]. This model is also used in many insertion algorithm and 
detection of the watermark. 
 
2.1 Luminance sensitivity ( kL ) 
Firstly, the eye is sensitive to contrast, and although the human visual system is capable of 
detecting small differences of luminance, there is a limit below which the differences are no 
longer collected [21].  
This limit depends on the luminance 0L  of the bottom on which are the components of the 
image. Indeed, we notice hardly the changes of the image due to watermarking in the areas 
where the contrast is very important. The brighter the background, the lower the visibility of the 
embedded signal. Therefore a longer and a stronger embedded signal can be used. The 
luminance sensitivity is estimated by the following formula: 
 

                                                  )( ,

DC

kDC
k V

V
L                                                            (1) 

 
Where kDCV , is the DC coefficient of the DCT of the thk  block, DCV is the mean value of all 

kDCV , coefficients of a specific image, and   is set to 0.649 to control the degree of luminance 
sensitivity. 
 
2.2 Texture sensitivity ( kT ) 
The degradations caused by the signature will be very low in the homogeneous areas of the 
image [3, 23], but may be more intense in highly textured areas for which the eye will not be able 
to differentiate between the signal from the image and the signal from the signature [8, 5, and 14]. 
The stronger the texture is less visible is the watermark. The texture sensitivity can be estimated 
by quantizing the DCT coefficients of an image using the JPEG quantization table. The result is 
then rounded to nearest integers. The number of non-zero coefficients is then computed. This 
method can be calculated by the following formula: 
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Where (x, y) represents the location in the thk block. And )(Rcond takes the rounded value of 
R  and returns ‘1’ if the value is not equal to zero, ‘0’ otherwise. 
 
2.3 Frequency sensitivity ( kF ) 
The insertion in the low frequency band of DCT blocks correspond to homogeneous zones in the 
image features a marking robust but distorts apparently the watermarked image [6, 12, and 16]. 
Contrariwise, an insertion in the high frequency band corresponding to the contours and abrupt 
changes of intensity of gray in the image, will characterize an imperceptible marking but fragile. 
Hence the needs to choose a medium frequency band that provide a compromise between the 
degradation of image quality and very visible and a maximum resistance to attacks. The 
sensitivity of frequency is represented by the quantization table (luminance). 
 
3. Fuzzy Inference System (FIS)  
In our fuzzy logic approach was a process of insertion well known by a human operator. The goal 
however is to automate. This is called knowledge by an expert who knows what to do in all cases; 
Increase the insertion force in less sensitive areas (areas textured) Decrease the strength of 
integration in sensitive areas (edges and homogeneous areas) ... ect. The fuzzy logic is used in 
our work, given the uncertainty and the changes in the unknown parameters (insertion force, 
pixels carrying the signature ...) and the structure of the watermarking system. When human 
experts are available to provide subjective and qualitative descriptions of behavior of system 
watermark with words in natural language. The expertise of the operator, often consists of among 
other simple rules, allows him to manage the system more properly a classical algorithm.  
The principle of fuzzy logic approaches the human approach in the sense that the variables 
treated are not logical variables (within the meaning of the logic for example) but of variable 
linguistic relatives of human language as « a little, a lot more clearly ... very textured, very 
homogeneous .... etc » Moreover, these linguistic variables are processed with rules that refer to 
some knowledge of system behavior, most often obtained empirically. A fuzzy inference system 
consists of three blocks as shown in Figure 1. The first floor of fuzzification that converts numeric 
values to degrees of membership of different fuzzy sets. The second block is the inference 
engine, consisting of all rules. Finally, a defuzzification stage allows, if necessary, to infer a net 
worth, from the result of the aggregation rules. 
 

 
    

FIGURE 1: A Fuzzy inference system. 
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In what follows, we will retain only the essential elements to understanding the principle of 
adjustment of force of insertion in a watermarking system by fuzzy logic; these elements are 
fuzzy variables, rules of inference, and the membership functions. 

 

3.1 The fuzzy variables 
The binary logic has the advantage of simplicity but is rather distant from the logic used naturally 
by humans. If we represent the same problem using fuzzy logic, variables are not binary but have 
an infinite number of possible values between the « true» and the « false ». 
Note that this representation is much closer to how human’s reason, since it can involve concepts 
such as « smallish, a little, clearer ... highly textured, very homogeneous .... etc ». This advantage 
is, of course, at the expense of simplicity of representation. The fuzzy variables have a graduation 
between these two values. 
 
3.2 Rules of inference 
The role of the expert is here because he will fix the rules of the command that will cover only the 
linguistic values of variables. 
We call rules of inference, all fuzzy rules connecting the different variables of a fuzzy system 
input variables and fuzzy output of this system. These rules come in the form: 
- If (condition 1) and / or condition (N) then (action on the outputs). 
In terms of artificial intelligence, summarize these rules makes the experience of the expert and 
they are usually not uniquely definable as each individual creates his own rules. It is necessary to 
convert quantities into variables crowds. To do this we define two notions. 

- The membership functions that define the degree of truth of fuzzy variable depending on the 
input. 

- The fuzzy intervals which determine the number of fuzzy variables. 
 
3.3 The membership functions 
It is a relationship between the degree of truth of fuzzy variable and the input correspondent. This 
is « fuzzification » this is to specify the domain of variation of variables: the universe of discourse, 
which is divided into intervals (in fuzzy sets or linguistic values). This distribution, which is to 
determine the number of such securities and distribute them on the domain, is made based on 
knowledge of the system according to the desired accuracy. The input and output membership 
functions exploited in this scheme are shown in Fig. 2. It is important to realize that this approach 
enables the luminance sensitivity (or texture) membership functions to be adjusted in such a 
manner to best fit the image’s properties. In consequence, the approximations of the inferred 
values are optimized and are used to generate the adaptive strength of the watermark. Although 
the membership functions used in our algorithm consists of triangular and trapezoidal functions, 
they are not limited to these forms. We can obviously choose any form for membership functions. 
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FIGURE 2: Dynamic Membership Functions and mapping of their input/output variables to fuzzy sets 

3.4 Defuzzification 
On output, the fuzzy system can not provide fuzzy values that can only operate. It is therefore 
necessary to provide accurate values, the role of the Defuzzification. This step is always done 
using the membership functions. From the degrees of membership functions, we obtain as many 
values it has States. It is therefore necessary to provide accurate values, the role of the 
Defuzzification. This step is always done using the membership functions. From the degrees of 
membership functions, we obtain as many values it has States. To determine the exact value to 
use, you can either keep the maximum, either calculates the weighted average, or to determine 
center of gravity values. In this work, the inference results are subsequently computed by means 
of the centroid defuzzification method, where the inferred value ki  of a specific block k of an 

image is calculated as in Equ. (3), where c  is the aggregated resultant membership function of 

the output fuzzy sets and ni is the universe of discourse corresponding to the centroid of c . 
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In order to compute the adaptive watermark strength, the inferred value ki  is multiplied by the 
frequency sensitivity as it is shown in the following formula: 
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Where kyx ,, the corresponds to the adaptive strength of a watermark at index ),( yx of the 

thk block of an image. Also, yxF ,  corresponds to the frequency sensitivity at index ),( yx . 

 
4. The Proposed Approach 
The FIS and the combined HVS are used in this work as shown in Figure (3), to adjust and 
determine a way to force automatic insertion. When the watermarking image, it must reflect 
compromise robustness invisibility. To enhance the robustness against various image distortions 
that can undergo using an insertion force   which must be below a threshold of visual 
perceptibility.  
  This force is not always consistent on all components of the watermark inserted but depends on 
the characteristics of the zones of insertion (Textured, uniform ......),  because the human eye 
does not detect changes in low luminance, even better if they are hidden under sudden changes 
such as edges, contours, textures, etc..This force depends not only on the human visual system 
(HVS), but also characteristics of the zones of insertion. 
 
 

 
FIGURE 3: Embedding process based on the HVS and FIS 

4.1 The Watermark Embedding Process  
Among the work of watermarking proposed, algorithm [22], this consists of coding on a pair of 
frequency values {0, 1}. The use of frequency domain DCT can fulfill not only the invisibility 
through the study of optimization of the insertion force used, but also security by providing a blind 
algorithm which use the original image is not essential and the extraction of the mark is through a 
secret key [24,18,11]. In addition we will target a robust con of specific distortions such as lossy 
JPEG compression, the approach we propose, makes the coding of several marks in binary on 
DCT coefficients selected from each block of the image [23].  It proceeds in the following 
illustration of the stages of the insertion procedure. We proceed by determining the number of 
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coefficients to be used for coding the mark setting their Cartesian coordinates in the mid-band 
frequency of each DCT block size )88(  .  
The number of coefficients chosen depends on the size of mark, the level of redundancy of the 
mark which is reflected by the number of coefficients carry a single mark.  
 We proceed to a linearization of the mark ..]0,0,0,1,1,1,0,1,1,0[M  of size   NNn  . In 
each block we chose two coefficients of the same value of quantification by JPEG quantization 
table.  
 
A scan on the blocks selected through the key positions is essential for ordering coefficients as 
follows: 
For i  varying from n:1 , 
Denotes 1C and 2C DCT coefficients and mark holders.  
If 0)( iM then we check: 

If 21 CC   then 21 CC   and 12 CC  . 

So the order becomes 21 CC  . 
If  1)( iM  then we check: 

If   21 CC    then 21 CC   and 12 CC  . 

So the order becomes 21 CC  . 

Thus the entire sequence of binary vector represents a scheduling coefficient holder 1C  and 2C  
is applied to characterize the value of the bit up the message blocks identified by the key. The 
insertion step is then applied as follows: 
If   21 CC  and if  21 CC   then:  
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4.2 The Watermark Detection Process  
In our approach we have two key insertion markings to secure the site where the mark was 
introduced. The first key indicates the positions of the two selected coefficients with values of 
quantification. While the second key relates to the position of the blocks which will carry the 
marks among the total of all constituent blocks the transformed image. The extraction step is as 
follows: Compare the values of DCT coefficients to determine if the bit concerned the message 
was a "0" or "1". 
If 21 CC   and  21 CC   then 0)( iM   
Otherwise 1)( iM . 
Thus we come to remove the marks included in all blocks without using the original image. 
 
5. Validation of the New Approach 
For medical images the signature must be imperceptible: The watermarked image should be 
broadly similar to the original image so as not to lead to a misdiagnosis. The validity of any 
technical watermark can become more important than testing it against various types of attacks. 
For this, we chose to subject the medical image watermarked a series of attacks and test the 
sensitivity of the watermark and its ability to detect any change in the image. After application of 
each attack, all the marks included are extracted and compared through a study of similarities 
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with the original marks ( 'M and M ) to be sure that these marks are not damaged by the attacks 
applied on the image. 
 
5.1 The correlation coefficient 
It measures the ratio of similarity between two images to show the close resemblance between 
the original mark inserted M  and the extracted 'M . 
More it is close to 1 more likeness is perfect, and vice versa. This similarity measure is given by 
the following equation: 
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5.2 The PSNR (Peak Signal to Noise Ratio) 
PSNR, which is presented in equation (7), is an assessment of the decibel difference between the 
original image and one that is processed. In fact, a PSNR below 30 dB image can be considered 
untreated, inexploitable. 
 

                   
)255(log10)(log10

2
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10 MSE
PSNR

MSE
XPSNR                              (7) 

 
Where maxX : The maximum luminance. Where MSE is the mean-square error between the 
original image and the distorted one.  
MSE is defined as: 
 

 
                                              (8) 
 
 
 

Where M , N  is the size of the image and contains MN  pixels I  is the host image and *I  is 
the watermarked image.   
 
6. Simulation and Discussion 
Regardless of the domain of insertion of the watermark, have a good PSNR is an important 
requirement especially for medical images, where image quality plays a major role for better use 
of the image.  
This work has been applied to several images of size 256x256 pixels resolution and 8 bits / pixel 
different. We begin our evaluation by a preliminary study, that is to say, a study without the 
application of attack on the tagged images. 
Figure 4 shows the original medical image and tattooed. We note that the human visual system 
does not distinguish the difference caused by the marking. 
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FIGURE 4: Original image and image watermarked. 
 

 
The first test of robustness for an attack innocent which is compression. The compression 
algorithms are particularly dangerous for watermarking process. It is through the use of these 
algorithms do not keep the image that the components essential to their understanding (an 
invisible mark is obviously not essential). Therefore in the proposed approach, we inserted the 
signature in places fairly significant image, and it was based on a studied selection of DCT 
coefficients.  We have chosen to apply the watermarked images at different compression ratios 
as shown in the table below which presents the results of simulations showing the rate of 
extraction of the similarities after contested mark with the original face of attacks applied. 
 

TABLE 1: Presentation of the correlation values after attack by JPEG compression between the marks 
extracted and the original. 

 
 

Index JPEG 
compression 

attack 

Correlation values 

1 20 0.9245 
2 40 0.9482 
3 60 0.9691 
4 70 0.9825 
5 80 1 
6 90 1 

 
 
 
 
 
 
 
 
 

 
Original medical image Medical image watermarked 

PSNR=40.12 dB 
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Figure 5: Original image and image watermarked. 
 
The second test of robustness is the median filter that is most used in image processing. This 
filter replaces the pixel value by the median of its neighbors that exist in the analysis window 
centered on that pixel. The size of the window set the filter type; the types of filters that are 
treated in this section are listed in the table below. 
 

TABLE 2: Correlation values after attack by median filter. 
 

Median filter size 3x3 5x5 7x7 
Correlation values 0.9158 0.8687 0.7459 

 

The third attack is the application of a noise. This test has three types of noise: additive noise, 
gaussian noise and speackle noise. Following the application of an additive noise presents 
results similar rates in Table 3. This noise is measured by the SNR (Signal to Noise Ratio) to 
measure the quality of the noisy image compared to the original. This parameter is given by: 

                         )](/)([log10 010 IIVarIVarSNR BB                                         (9) 

With BI the image is noisy and 0I is the original image. The variance of noise added is equal to 

%X the variance of the non-noisy image. 

 
TABLE 3: Recognition rates between the extracted watermark and the original after attack by noise. 
 

Index Index of 
adding noise 

Correlation 
values 

1 20 0.8542 
2 30 0.8093 
3 40 0.7845 
4 50 0.7285 
5 60 0.6523 
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Figure 6: Presentation of correlation values according in the rate of noise. 
 

We tested the robustness of the proposed approach compared to several generations as possible 
noise by varying each time the type of noise or variance. The PSNR values have their maxima for 
different variances of the multiplicative noise (speackle) that retains the best quality of the 
watermarked image. The Gaussian noise gives the lowest values of PSNR (relative to the other 
two types of noise tested). However, PSNR values are always above 30 dB, which allows the 
image to be usable as well. Noise "salt and pepper" does not alter too much the image quality 
digitally, but visually, the images seem to be degraded. 
Table 4 summarizes the results established for the watermarked images after applying the three 
types of noise. 
 

TABLE 4: Image watermarked attacked by different types of noise. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
At the end, we evaluate our approach to asynchronous attacks. In what follows we focus on the 
rotation causes a change in the position of pixels causing a change in the information inserted in 
the image represented by the mark. The rotation angles used vary between 1° and 5°.   

salt and paper noise Gaussian noise speckle noise 

   
Var=0.03, 

PSNR=37.44dB 
Var=0.03, 

PSNR=32.13dB 
Var=0.03, 

PSNR=34.78dB 
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From Figure 7 the large angles of rotation were the most degraded quality digital image. They 
close the lower rate of similarity values. This degradation affects the holders of the signature 
involving loss of information. 

 
 

                        
Figure 7: Presentation of correlation values according to the angles of rotation. 

 
By scanning all blocks insertion of the image watermarked we succeeded in extracting the marks 
inserted in all the blocks used without recourse to the original image.  
Note that all tests of medical images in our database, the transposition of the two coefficients by 
inverting their positions will not affect the image quality and does not introduce changes or visual 
distortions.  
The whole procedure of insertion and extraction applied to the DCT.  
This technique improves the safety of blind media tattooed cons of specific distortions such as 
adding noise or filtering or compression that can occur during transmission or storage. 
More, only marked the image used in the process of extraction of patient data that are secured 
through two key positions indicating the location of coefficients holders and blocks insertion. 
Independently of the area of insertion of watermarking, have a good PSNR is an important 
requirement especially for medical images, where the image quality plays a major role for better 
use of the image.  
The study shows the variation of PSNR and rate of similarity based on different levels of attacks 
lossy compression, filtering, Median, noise and rotation are presented in Tables (1, 2, 3 and 4) 
and figures (5, 6 and 7). The marks obtained after the attack type rotation showed a slight 
similarity with the original image showing that the mark has been inserted damaged by this type 
of attack used. 

7. CONSLUSION & FUTURE WORK 
This paper presents a new blind watermarking scheme in the frequency domain based on the 
HVS and the FIS, which can increase the robustness of watermarking images in terms of quality 
and confidentiality. This approach of watermarking replacement has positive effects on the 
robustness of watermarking as it has allowed increasing the coefficient of insertion in certain 
frequency components without it being visually perceptible. We decided to validate the algorithm 
against such attacks; filtering, adding noise, rotation and focus here in particular to the JPEG 
compression.  It was proved that the ability of this method is interesting. It resists attacks JPEG 
acceptable. In contrast, the method proves fragile compared to geometrical attacks. It is not 
sufficiently reliable to the robustness and security of the watermarking scheme is essential. 
Although some domains are robust against attacks synchronous, they may submit a weakness 
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against specific attacks or asynchronous. None of these domains can provide robustness against 
a wide range of synchronous and asynchronous attacks except through combinations of multiple 
insertion domains. 
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Abstract 

 
In this paper a new approach for invariant recognition of broken rectangular 
biscuits is proposed using fuzzy membership-distance products, called fuzzy 
moment descriptors. The existing methods for recognition of flawed rectangular 
biscuits are mostly based on Hough transform. However these methods are 
prone to error due to noise and/or variation in illumination. Fuzzy moment 
descriptors are less sensitive to noise thus making it an effective approach and 
invariant to the above stray external disturbances. Further, the normalization and 
sorting of the moment vectors make it a size and rotation invariant recognition 
process .In earlier studies fuzzy moment descriptors has successfully been 
applied in image matching problem. In this paper the algorithm is applied in 
recognition of flawed and non-flawed rectangular biscuits. In general the 
proposed algorithm has potential applications in industrial quality control. 
 
Keywords: Fuzzy moment descriptors, Euclidean distance, Edge detection, Flawed biscuits detection. 

 

1. INTRODUCTION 
The problem of pattern recognition has been studied extensively in different literatures in different 
domain. Invariant pattern recognition in Hough space [1]-[4] has already been addressed by 
Krishnapuram et al [5], and by Sinha et al [6], none of these two works includes the treatment of 
size-scaling. Authors in [5] and [6] use convolution in 9-space to achieve the rotational 
registration between sample objects and the templates, an additional processing is then 
necessary to determine the translational correspondence. The use of a pre-defined standard 
position in Hough space along with Distance-Discriminator Neural Neurons to achieve invariant 
pattern recognition has been addressed by Montenegro et al [7].In that the distance between a 
template and a sample vector gives the corresponding likeliness degree. If several objects appear 
simultaneously in image space a preprocessing is necessary to single out individual objects by 
some of the broadly known labeling [8] technique. The authors in [9] have applied Hough 
transform in contour identification for object identification. In [10]-[11], the author proposed the 
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geometric transformation invariant pattern recognition in Hough space for polygonal shaped 
objects. In [12] the author proposed the algorithm for flawed biscuits detection in Hough space. In 
their method the recognition process is done entirely in the Hough space. The same algorithm 
has been applied in recognition of rectangular chocolates [13] and metallic corners-fasteners 
[14].In [15] the authors proposed a technique for extracting rectangular shape objects from real 
color images using a combination of global contour based line segment detection and a Markov 
random field (MRF) model.   
In this paper we proposed rectangular broken biscuit detection problem using Fuzzy moment 
descriptor. Fuzzy logic [16] which has proved itself successful in matching of inexact data can 
equally be used for inexact matching of close image attributes. In [17] the authors introduced the 
concept of fuzzy moment descriptor technique in invariant recognition of gray image and 
successfully applied in face recognition problem. The authors used the Euclidean distance of a 
reference image and the test images as the metric for recognition. The test image that has least 
Euclidean distance is taken as the best matched image. The authors in [18] proposed a new 
method for image registration based on Nonsubsampled Contourlet Transform (NCST) for feature 
extraction and the matching of a test image with a reference image is achieved using Zernike 
moments. This approach can be extended for shape matching and object classification. However 
our present work is mainly focused on the used Fuzzy moment descriptor proposed in [17].  
In this technique an input gray image has been partitioned into n2 non overlapped blocks of equal 
dimensions. Blocks containing region of edge is then identified The degree of membership of a 
given block to contain edges is measured subsequently with the help of a few pre-estimated 
image parameters like average gradient, variance and the difference of the maximum and the 
minimum of gradients. Fuzzy moment which informally means the membership-distance product 
of a block b[i, w] with respect to a block b[j, k],is computed for all 1 ≤ i, w, j, k ≤ n. A feature called 
‘sum of fuzzy moments’ that keeps track of the image characteristics and their relative distances 
is used as image descriptor. We used Euclidean distance measure to determine the distance 
between the image descriptors of a reference image and a test image. Then we set a threshold 
value of the Euclidean distance for separating flawed and non-flawed rectangular biscuits. 
 
The remainder of the paper is outlined as follows. Section 2 describes the estimation of fuzzy 
membership distribution of a given block to contain edge. A method for computing the fuzzy 
moments and a method for constructing the image descriptors are presented in section3.The 
algorithm for the invariant recognition of rectangular biscuits is described in section 4.The 
simulation result is presented in section 5 and section 6 concludes the paper.  

2. IMAGE FEATURES AND THEIR MEMBERSHIP DISTRIBUTIONS 
This section describes briefly the image features used in the proposed technique and their fuzzy 
membership distributions. 
 
Definition 2.1 An edge is a contour of pixels of large gradient with respect to its neighbors in an 
image. 
 
Definition 2.2 Fuzzy membership distribution µY (x) denotes the degree of membership of a 
variable x to belong to Y, where Y is a subset of a universal set U. 
 
Definition 2.3 The gradient (Gonzalez and Wintz, 1993) at a pixel (x, y) in an image is estimated 
by taking the square root of the sum of difference of gray levels of the neighboring pixels with 
respect to pixel (x, y). 
 
Definition 2.4 The gradient difference (Gdiff) within a partitioned block is defined as the difference 
of maximum and minimum gradient values in that block. 
 
Definition 2.5 The gradient average (Gavg) within a block is defined as the average of the 
gradient of all pixels within that block. 
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Definition 2.6 The variance (σ2) of gradient is defined as the arithmetic mean of square of 
deviation from mean. It is expressed formally as 

                   
  P(G)2)avgG(G2σ

 
Where G denotes the gradient values at pixels, and P(G) represents the probability of the 
particular gradient G in that block. 
 
2.1 Fuzzy Membership Distributions 
Once the features of the partitioned blocks in an image are estimated following the above 
definitions, the same features may be used for the estimation of membership value of a block 
containing Edge. 
 
Consider when a block contains edge, the gradient in such blocks will have non-zero values only 
on the edges. So there must be a small positive average gradient of the pixels in these blocks. 
Consequently, σ2 should be a small positive number. we may thus generalize that when σ2 is 
close to zero but positive, the membership of a block bij to contain edge is high, and low 
otherwise, based on these intuitive assumptions, we presumed the membership curves µ(bjk) = 1– 
exp(bx2), b > 0. The exact value of b can be evaluated by employing genetic algorithms (Man et 
al., 1999). It may be noted that 1– exp (–bx2) has a zero value at x = σ2 = 0 and approaches unity 
as x = σ2 → ∞. The square of x, (x2) represents the faster rate of growth of the membership curve   
1– exp (–bx2). 
Analogously, the average gradient Gavg of a block bij containing only edge is large. Thus, the 
membership of a block bij to contain edge will be high, when Gavg is large. This phenomena can 
be represented by the membership function 1- exp (-x), The selection of the membership 
function for edge w.r.t. Gdiff directly follows from the previous discussion. 
 

TABLE 1: Membership functions for features 
Parameter Edge 

membership 
Gavg         1– e-8x 

 
Gdiff        1– exp (–bx2) 

b > 0 
 

σ2   
      1– exp (–bx2) 

      b > 0 
 

The membership values of a block b [j,k] containing edge can be easily estimated if the 
parameters and the membership curves are known. The fuzzy production rules, described below, 
are subsequently used to estimate the degree of membership of a block b [j, k] to contain edge by 
taking into account the effect of the parameters. 
 
2.2 Fuzzy production rules 
A fuzzy production rule is an if-then relationship representing a piece of knowledge in a given 
problem domain. For the estimation of fuzzy memberships of a block b [j, k] to contain, say, edge, 
we need to obtain the composite membership value from their individual parametric values. The 
if-then rules represent logical mapping functions from the individual parametric memberships to 
the composite membership of a block containing edge. The production rule PR1 is a typical 
example of the above concept. 
 
PR1: IF   (Gavg > 0.142) AND 
  (Gdiff > 0.707)  AND 
  (σ2 ≈ 1.0) 
         THEN (the block contains edges). 
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Let us assume that the Gavg, Gdiff and σ2 for a given partitioned block have found to be 0.149, 0.8 
and 0.9, respectively. The µedge (bjk) now can be estimated first by obtaining the membership 
values µedge (bjk) w.r.t. Gavg, Gdiff and σ2, respectively by consulting the membership curves and 
then by applying the fuzzy AND (minimum) operator over these membership values. The single 
valued membership, thus obtained, describes the degree of membership of the block b[j,k] to 
contain edge. 

3. FUZZY MOMENT DESCRIPTORS 
In this section we define fuzzy moments and evaluate image descriptors based on those 
moments. A few definitions, which will be required to understand the concept, are defined below. 

Definition 3.1. Fuzzy edge moment
edge

jk
iwM 



  is estimated by taking the product of the 

membership value )jk(bedgeµ  (of containing edge in the block k]b[j, ) and normalized Euclidean 

distance jkiw,d of the block k]b[j,  w.r.t. w]b[i, . Formally, 

)
jk

(b
edge

µ
jkiw,

d
edge

jk
iwM 



   (3.1) 

 
Definition 3.2. The fuzzy sum of moments (FSM), for edge Siw, w.r.t. block b[i,w] is defined as the 
sum of edge moments of the blocks where edge membership is the highest among all other 
membership values. 
Formally, 
        




jk 
)jk(bedgeµjkiw,diwS    (3.2)                           

Where       x  , )jk(bxµMax)jk(bedgeµ 



 set of features 

After the estimation of the fuzzy membership values for edges, the predominant membership 
value for each block and the predominant feature are saved. The FSM with respect to the 
predominant features are evaluated for each block in the image. Each set of FSM is stored in a 
one-dimensional array and is sorted in a descending order. These sorted vectors are used as 
descriptors for the image. 
 
For matching a reference image with a set of input images, one has to estimate the image 
descriptors for the reference and the input images. For our recognition process we used a non 
broken biscuit as the reference image. The matching of images requires estimation of Euclidean 
distance between the reference image with respect to all other input images. The measure of the 
distance between descriptors of two images is evident from Definition 3.3. 
 
Definition 3.3 The Euclidean distance [Ei,j] k, between the corresponding two kth sorted FSM 
descriptor vectors Vi and Vj of two images I and j of respective dimensions (n×1) and (m×1) is 
estimated first by ignoring the last (n – m) elements of the first array, where n > m and then taking 
the sum of square of the elemental differences of the second array with respect to the modified 
first array having m elements. 
 
Definition 3.4 The measure of distance between two images, hereafter called image distance, is 
estimated by taking exhaustively the Euclidean distance between each of the two similar 
descriptor vectors of the two images and then by taking the weighted sum of these Euclidean 
distances. 
Formally, the distance ryD  between a reference image r and an image y is defined as 

                                      k]ij[EkβryD    (3.3) 
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Where the suffix i and j in k]ij[E correspond to the set of vectors Vi for image r and Vj for image y.  

 
In our technique of flawed pieces detection of rectangular biscuits we estimate the image 
distance ryD where y Є the set of input images and r denotes the reference image. The image for 

which the image distance ryD   is larger than a predefined threshold belongs to flawed pieces 

otherwise the biscuit is non-broken. 
 

4. ALGORITHM 
In this section the algorithm used in invariant recognition of rectangular biscuits is presented. The 
algorithm requires a reference image which is a non-broken biscuit image and a set of input 
images for recognition process. Here all the images to the algorithm are supplied after the images 
passes through an edge detector. For recognition of rectangular biscuits only the edge 
information of the image is sufficient. The edge detection may be performed using Sobel edge 
detector or Cany edge detector. For our problem we have used a simple Sobel edge detector. 
 
The major steps for the process is as depicted in figure 4.1  

 

 
Figure 1: Basic steps involved in the recognition process 
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In order to keep the matching process free from size and rotational variance, the following 
strategies have been adopted. 
 

I. Euclidean distances between each two blocks of an image used for estimation of fuzzy 
moments are normalized with respect to the image itself.  

II. the descriptor vectors are sorted so as to keep the blocks with most predominant features 
at the beginning of the array, which only participate subsequently in the matching process 
is free from rotational variance of the reference image 

 
 
 

5. SIMULATION RESULTS 
To study the effectiveness of the proposed algorithm we consider computer generated images as 
shown in figure 2. These computer synthesized images directly follows from [12].  In the figure 2, 
the image ref is the reference image which is a non-broken rectangular biscuit and the images r2 
– r12 are taken as the input test images 
 
 

 
Figure 2: Computer generated biscuit images 
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Table 2: Euclidean Distance between the reference & the test input images 
Test 
images 

Euclidean 
distance 

r2 0.244295 
r3 1.850987 
r4 3.645934 
r5 1.711132 
r6 0.462434 
r7 2.635301 
r8 0.254587 
r9 1.538170 
r10 0.430162 
r11 1.517850 
r12 0.142401 

  
From table 2 we can observe that if the test input images are unbroken biscuits then the 
Euclidean distance between the input images and the reference image are small whereas for 
broken biscuits (flawed pieces) the Euclidean distance is high. Therefore using the Euclidean 
distance as the metric we can separate broken rectangular biscuits from unbroken rectangular 
biscuits. We can draw an inference from the Euclidean metric that, if the Euclidean distance is 
greater than a predefined threshold the biscuit is a broken biscuits otherwise unbroken. The 
choice of the threshold is very critical in the successful detection of broken biscuits. There may be 
many methods for designing the threshold value. Presently we choose the threshold intuitively 
based on the database in performing the simulations. The test input images r2, r6, r8, r10 and r12 
are unbroken biscuits of different size and orientations (figure 2) while the remaining biscuits are 
flawed pieces. It can be observed from table 2 that for unbroken biscuits the Euclidean distance is 
below 1 and for flawed pieces it is greater than 1.  For simulation using the above set of images 
we choose the value of the Euclidean distance threshold to be equal to 1. For set the of test input 
images this threshold perfectly works. However this may not be an ideal way of designing the 
threshold. But if the database is very large then the intuitive way of choosing threshold may 
produce result with less error. The results may be less satisfactory compared to the method 
proposed in [12] however their algorithm will fail to recognize the image r10 and r12 in figure 2 as 
it cannot be applied to Horizontally and vertically align images. Our proposed algorithm is more 
robust compared to algorithm based on Hough transform[12].  
 

6. CONCLUSION 
In this paper we have shown that fuzzy moment descriptor can be used in invariant recognition of 
rectangular biscuits with detection of flawed biscuits pieces detection. The proposed technique is 
not limited to only rectangular objects; it can be applied to appropriate pattern recognition 
problem also. The proposed technique is less sensitive to external noise as compared to the 
technique using Hough space. But the intuitive way of choosing the threshold may not be an 
ideal. The use of neural networks or any optimization technique in choosing the threshold is 
considered as future aspect in continuation of this work. 
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Abstract 

General-purpose image filters lack the flexibility and adaptability of un-modeled 
noise types. On the contrary, evolutionary algorithm based filter architectures 
seem to be very promising due to their capability of providing solutions to hard 
design problems. Through this novel approach, it is made possible to have an 
image filter that can employ a completely different design style that is performed 
by an evolutionary algorithm. In this context, an evolutionary algorithm based 
filter is designed in this paper with the kernel or the whole circuit for automatically 
evolved.  

The Evolvable Hard Ware architecture proposed in this paper can evolve filters 
without a priori information. The proposed filter architecture considers spatial 
domain approach and uses the overlapping window to filter the signal. The 
approach that is chosen in this work is based on functional level evolution whose 
architecture includes nonlinear functions and uses genetic algorithm for finding 
the best filter configuration.  

Keywords: Reconfigurable hardware, Processing elements, Genetic algorithm, Virtual Reconfigurable 
Circuit 
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1. INTRODUCTION 
Non-linear Image processing [13] with good flexibility and adaptability is highly desirable in 
several applications such as image transformation, correction of distortion effects, noise removal, 
histogram equalization etc. Conventional adaptive filter lacks the flexibility for adapting to 
changes in architecture and is therefore suitable for compensating non-uniform variations in 
Signal-to-Noise Ratio (SNR). It is also reported that conventional adaptive filter performs well, 
only when, the spatial density of the noise is less. In this paper, a reconfigurable computing 
FPGA architecture is designed for adapting to the changes in task requirements or changes in 
environment, through its ability to reconfigure its own hardware structure dynamically and 
autonomously with design objectives such as high performance, specialization and adaptability. 
 
In this paper, minimally sufficient hardware resources are dynamically allocated based on noise 
levels at specific time intervals. To enable automatic recovery of a device after damage, an 
autonomous restructuring algorithm to handle internal processing element fault is implemented 
and tested successfully. The novelty of this work is the implementation of a reconfigurable system 
[1] and an associated design methodology that has both flexibility and autonomous restructuring 
[3] of Processing Elements. The reconfiguration process is achieved using an evolutionary 
algorithm [2] such as Genetic Algorithm (GA).  
 
2.   IMAGE ENHANCEMENT USING EVOLUTIONARY DESIGN   
The Evolvable Hard Ware (EHW) architecture [6] proposed in this work for filtering the noise 
present in the image that is subsequently realized on an Field Programmable Gate Array (FPGA) 
based image processing board, consists of the GA processor [11] and a virtual reconfigurable 
circuit and is shown in Figure 1. This type of implementation integrates a hardware realization of 
genetic algorithm and a reconfigurable device. These two modules of the EHW [5] are described 
in the following sections: 

 
 
 

                 
 
 
 
 
 
 
 
  
 
 
 

 
FIGURE 1: EHW chip with the VRC and GA Processor 

 
2.1 Implementation of the GA Processor 
The implementation of simple GA [12] is composed of following basic modules: pseudo random 
number generator, population memory, selection unit, mutation unit, fitness evaluator and output 
buffer. These modules have already been discussed in chapter II of this thesis. 
2.2 Implementing the Virtual Reconfigurable Circuit 
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The Virtual Reconfigurable Circuit (VRC) is implemented [10] as a combinational circuit using the 
concepts of pipelining. It consists of processing elements arranged in rows and columns. In this 
work, a total of 25 PE’s are selected and are arranged in six rows and four columns with the 25th 
PE representing the final output.   
 
2.3 Architecture of The VRC 
The architecture of the VRC is shown in Figure 2. I4 represents the filtered output from the VRC. 
The nature of operation performed on the input depends on the configuration bits downloaded 
into the configurable memory from the genetic unit.  

 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 2: Architecture of the VRC 

 
3. GENETIC ALGORITHM FOR EVOLVABLE HARDWARE 
The configuration bits are obtained using genetic algorithm and are downloaded into the 
reconfiguration circuit which results in relocation of hardware modules inside VRC.  The flow 
diagram of reconfiguration process is shown in figure 3.                            
The class of evolutionary algorithm most commonly used in evolvable hardware [4] is the genetic 
algorithm. Most commonly these operate on a fixed size population of fixed length binary strings 
called chromosomes. Each chromosome encodes a common set of parameters that describe a 
collection of electronic components and their interconnections, thus each set of parameter values 
represents an electronic circuit.  The set of all possible combinations of parameter values defines 
the search space of the algorithm, and the circuits that they represent define the solution space of 
the algorithm.  
The Evolvable hardware with Genetic algorithm [7] begins by initialising the bits of each 
chromosome with random values. The chromosomes are then evaluated in turn by creating a 
circuit based on the parameter values, either as a simulated model of the circuit or as a concrete 
circuit embodied in reconfigurable hardware . The circuit’s fitness for performing the target task is 
then measured by passing it a set of test values and evaluating the veracity of the circuit’s output. 
The selection operator then probabilistically populates the next generation of chromosomes such 
that chromosomes with high fitness are more likely to be selected. The operator selects two 
individuals at random and compares their fitness. Only the individual with the highest fitness is 
inserted into the next generation. If they have equal fitness the individual to be inserted is chosen 
at random. Once the new population has been selected, it is varied. Common variation operators 
are one-point crossover and point mutation. One point crossover recombines two chromosomes 
by choosing a position at random along the chromosome and swapping every bit beyond this 
point between the strings. It is stochastically applied according to a fixed probability. Point 
mutation independently inverts each bit in the chromosome according to a fixed probability. 
These operators are applied to all members of the new population. Often in addition to these 
operators, the best member of the original population is copied into the new population 
unchanged, The new population is now complete and the algorithm then iterates the steps of 
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evaluation, selection and variation until a circuit that functions adequately is found, or a pre-
specified number of generations is completed. 

 
 

FIGURE 3: Flow diagram of VRC using Genetic Algorithm. 

The configuration bits are obtained using genetic algorithm [12] and are downloaded into the 
reconfiguration circuit which results in relocation of hardware modules inside VRC.  
 
4. COMPONENTS OF VIRTUAL RECONFIGURABLE CIRCUIT 
In reconfigurable computing sequence of configurations is not known at the design time. It 
involves the usage of software and hardware components normally referred to as IP cores. This 
concept is very much useful in effective designing of the complex systems. The reconfigurable 
device is part of the evolvable component. The genetic unit in the evolvable component 
generates the configuration bits (Chromosomes). The fitness calculation is usually performed 
outside the evolvable component. Internal reconfiguration implies that a CLB can configure other 
CLB’s. 
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FIGURE 4: VRC with the internal MUX for selecting inputs and functions Helvetica 

In figure 4. Slice 1 is a ‘m’ bit vector and selects any one of many inputs and assigns it as first 
input X 

Slice 2 is a ‘m’ bit vector and selects any one of many inputs and assigns it as second input Y 

Slice 3 is a ‘n’ bit vector and selects any one of the 16 functions to be performed on X and Y 

The X and Y are both 8-bit vectors and the processed output is also an 8 - bit vector.  

5 IMAGE ENHANCEMENT ALGORITHM 
5.1 Fitness Function 
Popular measures of performance for evaluating the difference between the original and filtered 
images includes  
i. Peak Signal to Noise Ratio (PSNR) and 
ii. Mean Difference per Pixel (MDPP) 
In many applications the error is expressed in terms of a signal-to-noise ratio (SNR), and is given 
in equation 1 

                                      dB   
MSE
σ10log  SNR

2

10                                                                (1) 

 where ² is the variance of the desired or original image. The peak signal-to-noise 
ratio (PSNR) is expressed as equation 2, 

   dB   
MSE
25510log  PSNR

2

10                                                  (2) 

The fitness function using MDPP is given by 
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 where |orig(i,j) – filt(i,j)| is the absolute difference between the original and filtered images  
In this work, the Mean Difference per Pixel (MDPP) is used as a performance measure by the 
fitness evaluator module in the GA processor for the reason that MDPP fitness function is 
computationally easier for hardware implementation in comparison to PSNR. The EHW 
architecture that has the best MDPP (minimum MDPP) after a specified number of generations is 
chosen as the evolved architecture. 
 
6 NOISE MODELS 
6.1 Multiplicative Noise 
In this model, the noise magnitude depends on the signal magnitude itself. An example of 
multiplicative noise is the degradation of film material caused by the finite size of silver grains 
used in photosensitive emulsion.  
6.2 Quantization Noise 
This occurs when insufficient quantization levels are used, for example, only 50 levels for a 
monochromatic image. Due to this noise false contours appear. However, this noise can be 
eliminated by simple means.  
6.3 Impulsive Noise 
When an image is corrupted with individual noisy pixels whose brightness differs significantly 
from that of the neighborhood, then it represents an impulse noise effect.  
6.4 Salt and Pepper Noise 
This describes [8] saturated impulsive noise – an image corrupted with white and/or black pixels. 
The effect is more appropriate for binary images.  
6.5 Gaussian Noise 
Idealized noise, called white noise or Gaussian noise, has constant power spectrum, meaning 
that its intensity does not vary with increasing frequency. This noise model is often used. 

 
7. VHDL IMPLEMENTATION OF GA PROCESSOR   
The model of GA processor is implemented in VHDL. The screen that captured the VHDL code 
from the Xilinx ISE software package [9] is given in Figure 5. Each one of the signal implements, 
the 12 bit random number generator and a sample output captured using the modelsim package, 
is shown in Figure 6. These bits (GA processor output) are the configuration bits which control the 
interconnections among the PE’s as well as and also the functionality of each PE in the VRC 
module [10]. 

                               
 
                                    FIGURE 5: Implementation of GA processor using VHDL 
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                               FIGURE 6: Modelsim Captured GA Processor output 
 

8. IMPLEMENTATION RESULT OF EHW FILTER  
In this section, the performance of EHW Filter in removing Gaussian noise is presented. The 
evolved EHW architecture for this case is shown in figure 7. 

 

FIGURE 7: Architecture of VRC evolved to filter Gaussian Noise 

The standard test image, Lena as shown in figure 8a is used for study and the results. In figure 
8b shows Additive Gaussian noise with mean 0 and standard deviation 0.05 is added. The results 
obtained with Median filter and proposed EHW filter are shown in Figure 8c and 8d respectively. It 
is observed that Median Filter does not effectively remove Gaussian noise and performs only in 
edge regions, with blur effects still present in continuous regions. The EHW Filter performed well 
both in edge and continuous regions and effectively removed Gaussian noise.  
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FIGURE 8 a: Original Image, 
          FIGURE 8 b: Gaussian noise added image 

     

                FIGURE 8 c:  Restored image using Median  
             FIGURE 8 d:  Restored image using EHW 

 
The standard test image, Lena as shown in figure 9a. In figure 9b shows Salt And Pepper is 
added for Lena image. The results obtained with sober filter and proposed EHW filter are shown 
in Figure 9c and 9d respectively. It is observed that sober filter does not effectively remove salt 
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and pepper noise. The EHW Filter performed well both in edge and continuous regions and 
effectively removed salt and pepper noise. 
 

 

 
 
FIGURE 9 a: Original Image, 

             FIGURE 9 b: Salt and Pepper noise added image 
             FIGURE 9 c: Restored image using Sober filter                                            

              FIGURE 9 d: Restored image using EHW 



K. Sri Rama Krishna, A. Guruva Reddy,  M.N. Giri Prasad, K. Chandrabushan Rao & M. Madhavi 

International Journal of Image Processing, Volume (4): Issue (3) 249 

The comparision results are given in Table 1. It is clear that EHW filter outperforms the other 
filters for both Gaussian and salt & pepper noise. The nonlinear part of EHW filter preserves the 
edges and removes the Gaussian noise effectively. The linear part smoothens the salt and 
pepper noise and removes the spurious part of the image. 

Image PSNR (dB) MDPP MSE 

Gaussian Noise of SD= 0.05 

Median Filter 24.95 180606 23.08 

EHW 27.05 143152 20.14 

Salt and Pepper 

Sober Filter 24.17 173449 23.96 

EHW 26.69 133399 19.44 

 

TABLE 1: Comparison Study 

9. CONSLUSION & FUTURE WORK 
In this work, a novel virtual reconfigurable circuit based image filter was presented. It is shown 
that it is possible to successfully evolve noise removal filters that produce better image quality 
than a standard median and sober filter. The n-bit configuration information that determines the 
function of the functional block and the connection to the inputs is chosen optimally. Also, the 
design guarantees that, in this constrained structure, no random configuration information can 
ever destroy the chip. The fitness calculation part is the computationally time consuming 
operation and hence, in this work, this part is performed inside the FPGA along with the VRC. 
The utilized resources of the FPGA are also found to be practical and any commercially available 
FPGA can be used for implementing the EHW. If noise corrupting the image varies, a more 
accurate VRC filter is swapped into the FPGA hardware. 
 
Future Work  
To reduce the computational complexity and to enhance the speed, each kernel can be executed 
on a floating point processor. This can overcome the limitation of architectures which support only 
binary operations. 
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Abstract 

We intend to make a 3D model using a stereo pair of images by using  a novel method of local 
matching in pixel domain for calculating horizontal disparities. We also find the occlusion ratio 
using the stereo pair followed by the use of The Edge Detection and Image SegmentatiON 
(EDISON) system, on one the images, which provides a complete toolbox for discontinuity 
preserving filtering, segmentation and edge detection. Instead of assigning a disparity value to 
each pixel, a disparity plane is assigned to each segment. We then warp the segment 
disparities to the original image to get our final 3D viewing Model. 
 

Keywords: 3D model, Stereo Pair, Depth Perception, Parallax Method, Occlusion, Disparity Map. 

1. INTRODUCTION 
 
3D models and 3D viewing is catching great pace in the field of computer vision due to its applicability in diverse 
fields of heath, aerospace, textile etc. We in our paper intend to propose a simplistic and a robust method of 
generating a 3D model given a pair of stereo images. We start by segmenting our image in color space by using 
the adaptive mean shift segmentation and edge detection. The segmented image hence reproduced has a 
unique label assigned to every segment. We then calculate the occluded regions for our stereo set, colour them 
black and let remaining ones be white and go on to calculate the occluded pixel ratio.  

Next we try to calculate the pixel disparity by using the using the method of local matching in pixel domain. The 
recovery of an accurate disparity map still remains challenging, mainly due to the following reasons: 
(i) Pixels of half occluded regions do not have correspondences in the other image, leading to incorrect matches 
if 
not taken into account. 
(ii) Images are disturbed because of sensor noise. This is especially problematic in poorly textured regions due to 
the 
low signal-to-noise-ratio (SNR). 
(iii) The constant brightness or color constraint is only satisfied under ideal conditions that can only roughly be 
met in practice.  
 



Himanshu Johari, Vishal Kaushik & Pawan Kumar Upadhyay 
 

International Journal of Image Processing, Volume (4): Issue (3)  252 

We then assign a disparity plane to each segment by associating a segment with the median value of the 
disparity values of the pixels associated with it. The disparity that we get at this step filters out most of the noise 
that might hamper the performance of our final output i.e. the 3D model. 
 
The disparity plot on a 3D mesh gives a pretty fair idea of the relative positions of the various objects in the 
images; But to improve the user understandability we try to regain the lost characteristics of the image by 
warping the intensity color values of the image  on the disparity and plotting it on a 3D view. All the steps will be 
explained separately in the course of the paper. 
 
The output we present in our paper should however, not be compared to outputs generated by more than two 
stereo images because of mainly two reasons : 

i. A large portion of the 3D model remains occluded as we cannot estimate the shape or characteristics of 
the occluded portions. 

ii. A complete 3D model cannot be generated without having covered all faces of any object, which requires 
a minimum of three cameras. 

 
The idea can however be modified and improvised further to  generate a complete 3D model provided we have 
the complete data set. We in this paper try to analyze the feasibility of our proposed method of generating a 3D 
model from a stereo pair. 
 
 
 

2. LOCAL MATCHING IN PIXEL DOMAIN 
 

2.1 Cost Estimation 
Local matching requires to define a matching score and an aggregation window. The most common dissimilarity 
measures are squared intensity differences (SD) and absolute intensity differences (AD) that are strictly 
assuming the constant color constraint. Other matching scores such as gradient-based and non-parametric 
measures are more robust to changes in camera gain. In our approach[1] we are using a self-adapting 
dissimilarity measure that combines sum of absolute intensity differences (SAD) and a gradient based measure 
that are defined as follows: 
 

     -------(1) 

  And 

 |+ 

     -----(2) 

 
where N(x, y) is a 3 × 3 surrounding window at position (x, y), Nx(x, y) a surrounding window without the rightmost 
column, Ny(x, y) a surrounding window without the lowest row, rx the forward gradient to the right and ry the 
forward gradient to the bottom. Color images are taken into account by summing up the dissimilarity measures 
for all channels. 
 
An optimal weighting  between CSAD and CGRAD is determined by maximizing the number of reliable 
correspondences that are filtered out by applying a cross-checking test (comparing left-to-right and right-to-left 
disparity maps) in conjunction with a winner-take-all optimization (choosing the disparity with the lowest matching 
cost). The resulting dissimilarity measure is given by: 
 

   --------(3) 
 



Himanshu Johari, Vishal Kaushik & Pawan Kumar Upadhyay 
 

International Journal of Image Processing, Volume (4): Issue (3)  253 

Though this is a simple and robust method there are now better enhanced methods of matching like MACO.[8]. A 
comparison between various feature extraction and recognition can be studied and appropriately used [9].   

 

2.2 Horizontal Disparity Calculation 
Using the method of cost estimation as explained above we calculate the disparity values for every pixel by 
subtracting the positions of correspondingly matched pixels in the two images. We assume a case of zero 
horizontal disparity throughout the course of our paper. To improvise on the results obtained we repeat the above 
step twice, firstly keeping the right image at the base and sliding the left image over it and vice versa the second 
time. The minimum among the two disparity values for every pixel is considered as the final disparity value for 
that corresponding pixel. 
Figure 1, precisely shows our result of horizontal disparity calculation for a given test case of images. 

 
 

 

 

Figure1. Disparity Map 

3. OCCLUSION ESTIMATION 
 

As discussed earlier one of the major challenges in generating a 3D model lies in handling occlusion. We in our 
paper have used a simplistic method to show the half occluded regions i.e. those regions which do not have a 
corresponding match in the other image. 
This method uses the disparity maps generated by the two iterations discussed in the Chapter 2.2. The disparity 
maps are subjected to scaling (to optimize our results ) and appropriate thresh holding is done to uniquely 
identify the occluded protions. 
The extent of half occlusion can be estimated by the absolute occlusion ratio, which is given as : 
Aocc. = Nocc / (x * y) 
 
Here, Nocc is the total number occluded pixels and ‘x’ and ‘y’ represent the dimension of the image matrix. The 
multiplication of the x and y dimensions of the matrix give us the total number of pixels in the image. Figure 3, 
shows the identified half occluded regions. The portions in black are the identified occluded pixels. 
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Figure 2. Occluded Regions 

 

4. COLOUR SEGEMENTATION 
 

a. Adaptive Mean Shift Segmentation and Edge detection 
 

There are many ways of segmenting an image in an like Colour Histograms[7], JND histograms[6] etc. In our 
color image segmentation algorithm  a five-dimensional feature space was used [2]. The color space was 
employed since its metric is a satisfactory approximation to Euclidean, thus allowing the use of spherical 
windows. The remaining two dimensions were the lattice coordinates. A cluster in this 5D feature space thus 
contains pixels which are not only similar in color but also contiguous in the image. 
The quality of segmentation is controlled by the spatial hs, and the color hr, resolution parameters defining the 
radii of the (3D/2D) windows in the respective domains. The segmentation algorithm has two major steps. First, 
the image is filtered using mean shift in 5D, replacing the value of each pixel with the 3D (color) component of 
the 
5D mode it is associated to. Note that the filtering is discontinuity preserving. In the second step, the basins of 
attraction of the modes, located within -'9;:_< in the color space are recursively fused until convergence. The 
resulting large basins of attraction are the delineated regions, and the value of all the pixels within are set to their 
average. See [3] and [4] for a complete description and numerous examples of the segmentation algorithm. It is 
important to emphasize that the segmenter processes gray level and color images in the same way. The only 
difference is that in the former case the feature space has three dimensions, the gray value and the lattice 
coordinates. 
The mean shift based color image segmentation is already popular in the computer vision community and 
several 
implementations exist. Along with image segmentation the open source EDISON we have used also does 
gradient based edge detection in the image. However, using the gradient magnitude for decisions causes a well 
known deficiency, sharp edges with small magnitudes can be detected only at the expense of allowing a large 
amount of edge clutter. A recently proposed generalization of the gradient based edge detection procedure 
eliminates this trade-off [5].  
 
The result for the above mentioned process is shown in Figure 3. The code was written in MATLAB and the 
functions of C++ EDISON code were called using a MEX file. 
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Figure 3. Segmented Image 

  
 

5. SNR CALCULATION: 
 

Signal-to-noise ratio (often abbreviated SNR or S/N) is a measure used in to quantify how much a signal has 
been corrupted by noise. It is defined as the ratio of signal power to the noise power corrupting the signal. A ratio 
higher than 1:1 indicates more signal than noise. While SNR is commonly quoted for electrical signals, it can be 
applied to images also. 

An alternative definition of SNR is as the reciprocal of the coefficient of variation, i.e., the ratio of mean to 
standard deviation of a signal or measurement.  

SNR = µ/σ         --------(4) 

where µ is the signal mean or expected value and σ is the standard deviation of the noise, or an estimate 
thereof. Notice that such an alternative definition is only useful for variables that are always positive (such as 
photon counts and luminance). Thus it is commonly used in image processing, where the SNR of an image is 
usually calculated as the ratio of the mean pixel value to the standard deviation of the pixel values over a given 
neighborhood. Sometimes SNR is defined as the square of the alternative definition above. 

We have accordingly calculated the SNR for all segments before filtering; some of them are shown in 
Table1. 

 

Table 1: SNR for various Segments 

1.2903 2.6692 3.3551 4.0759 5.3434 7.7233 

8.1880 9.3920 9.7224 10.3752 11.2215 12.1938 

13.5314 14.5834 15.8698 16.4618 20.2655 21.1895 

22.9675 24.9660 25.3624 26.3882 27.8676 28.9518 

29.5893 30.6746 31.1829 32.6312 33.1157 34.4666 

35.5848 36.0835 37.5370 38.9565 39.7654 40.7948 

41.9086 42.3569 43.9115 44.3283 45.5586 46.4970 
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48.0103 50.2326 55.8950 61.4123 63.9514 65.2723 

67.6221 68.3737 70.7674 72.1460 92.3039 93.4421 

109.4394 112.9547 114.5421 123.0981 127.1221 130.4643 

135.1333 139.1510 144.1111 156.1265 199.2787 254.2282 

                                                            

 

After this we try to reduce the noise by applying a median filter on each corresponding segment. Hence we 
assign each segment with its corresponding median disparity value. By the end of filtering we try to achieve a 
SNR ratio of infinity for each segment. This process is better explained in 5.  

6. DISPARITY SEGMENT ASSIGNMENT 
 

The purpose of this step is to increase the accuracy of the disparity plane set by repeating the plane fitting for 
grouped regions that are dedicated to the same disparity plane. This can be done in two simple steps. 
 
Firstly, we find out the total pixels associated with a segment and their corresponding disparity values. Secondly, 
we find the median value of all the disparities in that segment and assign that disparity to the segment. This 
process makes the disparity map neater and also helps in reducing the SNR. The method gets rid of sudden 
impulses or large unwanted variations in the value of the disparity. Though the method may trade-off with the 
actual disparity values but it helps the final result of generating a 3D viewing model. The result is shown in Figure 
4. 
 

 
Figure 4. Filtered Disparity 

 
7. DEPTH CALCULATION  

 

In this module we try to calculate the depth of individual segments assuming a parallel camera case. We use the 
filtered disparity values to calculate the depth using the formula and figure shown below : 
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Figure 5 

Given a scene point M and its two projection points m of coordinates (u,v) and m' of coordinates (u',v'), 

the disparity value d is defined as 

d = u' – u        --------(5) 

 

Note that v = v' as there is no vertical parallax between the two cameras. The depth measure z of M is related to 
the disparity value d as follows: 
 

        --------(6) 
 
 
 
 
 

8. GENERATNG A 3D VIEWING MODEL 
a. 3D Plot of filtered disparity 

 

This section deals with generating the final 3D view using the given pair of the images. The disparity calculated 
in the above step can be used directly to plot on a 3D mesh to get an estimate of the relative distances of various 
objects in the image. But, there still exists a major problem, i.e. the loss of original 3D intrinsic characteristics of 
the image in the 3D model 
.    
 

b. Warping image characteristics on disparity 
 

Here we make an attempt to regain the original characteristics of  the image. We warp the image intensity values 
from one of the input images onto the filtered disparity value matrix we got in Chapter 5. This method allows us 
to simultaneously plot the disparity and the intensity values on a 3D space, hence giving the user a fair idea of 
the relative depths of various objects identified in the images. The result is shown in Figure 6. 
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Fig 6(a) 

 
Fig 6(b) 

 

 
Fig 6(c) 

Figure 6. Different Views of 3D Model 
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9. RESULTS 
 

We have tested our proposed algorithm on a large set of stereo pairs. We have taken stereo pairs from the 
website of middlebury.edu. The occlusion ratios for different images are shown in Table2 and some other sample 
outputs are given in Figures 7(b),8(b),9(b) and 10(b). 
 

Table 2 : Occlusion Ratios of test cases 

Sample Pair Occlusion Ratio 
Bowling 0.338 
Aloe Plant 0.1801 
Baby 0.2223 
Pots 0.3939 

 
 

  
                          Fig  7(a) “Baby” stereo pairs ( right and left) 
 

  
 

Fig 7(b)  Some 3D model views of Stereo Images in 7(a) 
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                      Fig  8(a) “Pots” stereo pairs ( right and left)  

 

  
Fig 8(b)  Some 3D model views of Stereo Images in 8(a) 

 

        
                    Fig  9(a) “Room” stereo pairs ( right and left) 

 

   
Fig 9(b)  Some 3D model views of Stereo Images in 9(a)
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                   Fig  10(a) “Aloe plant” stereo pairs ( right and left)  
 

   

Fig 10(b)  Some 3D model views of Stereo Images in 10(a) 
 
 
 

10. CONCLUSION AND FUTURE WORK : 
 
As it is clear from our result set that our proposed method works well for all set of stereo pairs. Our output set does not 
depend on the type of image and works equally well for grayscale and colored images. The number of objects is also not a 
constraint, just the occlusion ratio increases as the number of objects in the image increases. Our approach can be further 
used in various applications like : 

 ‘Virtual catwalk’ to allow customers to visualize themselves in clothing prior to purchasing such goods on-

line via the Internet. 

 Potential to revolutionize autonomous vehicles and the capabilities of robot vision systems 
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Abstract 

In this paper, a new optical approach based on omnidirectional thermal 
visualization system is proposed. It will provides observer or image processing 
tool a 360 degree viewing of surrounding area using a single thermal camera. By 
applying the proposed omnidirectional thermal visualization system even in poor 
lighting condition, surrounding area is under proper surveillance and the 
surrounding heating machineries/items can be monitored indeed. Infrared(IR) 
reflected hyperbolic mirrors have been designed and custom made for the 
purpose of reflecting omnidirectional scenes in infrared range for the surrounding 
area to be captured on a thermal camera, thus producing omnidirectional thermal 
visualization images. Five cost effective and market-common IR reflected 
materials used to fabricate the designed hyperbolic mirror are studied, i.e. 
stainless steel, mild steel, aluminum, brass, and chromium. Among these 
materials, chromium gives the best IR reflectivity, with 985.0=rε . Specifically, we 
introduce log-polar mapping for unwarping the captured omnidirectional thermal 
image into a panoramic view, hence providing observers or image processing 
tools a complete wide angle of view. Three mapping techniques are proposed in 
this paper namely the point sample, mean sample and interpolation mapping 
techniques. Point sample mapping technique provides the greatest interest due 
to its lower complexity and moderate output image quality. 
 
Keywords: Image processing, Image representation, Omnidirectional vision, Thermal imaging, 
Architecture for imaging and vision systems.  

 
 
 
1. INTRODUCTION 
Conventional visualization method has limited field that make them restrictive in a variety of vision 
applications. Omnidirectional visualization design aims to expand the camera field of view in the 
horizontal plane, or with a visual field that covers (approximately) the entire sphere. At anytime, it 
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gives the views in all direction (360 degree coverage). Such omnidirectional visualization system 
would be applicable in various areas, such as remote surveillance, autonomous navigation, video 
conferencing, panoramic photography, robotics and the other areas where large field coverage is 
needed. 
 

The classical acquisition of omnidirectional images is based on the use of either mechanical 
or optical devices, which are discussed in details in Section 2. The mechanical solutions are 
based on motorized linear or array-based cameras, usually with a 360 degree rotation, scanning 
the visual world. The main advantage of the mechanical solution is the possibility of acquiring 
very high-resolution images and its major drawback is the long time requirement to mechanically 
scan the scene to obtain a single omnidirectional image. Hence, it cannot provide video rate real-
time omnidirectional images. On the other hand, optical solutions provide lower resolution images 
but they are the most appropriate solutions for real-time applications. Two optical alternatives 
have been proposed in literature, namely the use of special purpose lens (such as fish eye lens 
[1]) and the use of hyperbolic optical mirrors [2]. As real-time processing and applications are 
intend to be investigated, only the optical approach will be pursued. 

 
Hyperbolic optical mirror is used in this paper because it is less expensive and not complex to 
design as compare to fish eye lens with almost the same reflective quality. The structure for the 
hyperbolic optical mirror is studied and designed, as can be viewed in Section 3 in details. One 
goal of this research paper is to use a thermal camera to replace digital camera in order to obtain 
thermal/infrared (IR) visualization. Therefore, the material used to design the hyperbolic optical 
mirror needs to be with highest IR reflectivity. In this research paper, five different cost effective 
IR reflected materials, used to fabricate the designed hyperbolic mirror are studied, i.e. stainless 
steel, mild steel, aluminum, brass, and chromium. Among these materials, chromium gives the 
best outcome in IR reflectivity, with IR relative ratio 985.0=rε .   

 
The image captured from the omnidirectional thermal imaging system is not immediately 
understandable because of the geometric distortion introduced by the optical mirror. Hence, an 
unwarping process needs to be introduced in order to map the original omnidirectional thermal 
image into a plane that provides a complete panoramic thermal image. The advantage of such an 
unwarping process lays in providing the observers with a complete view of its surrounding in one 
image which can be refreshed at video rate. Two unwarping methods are discussed in this paper 
namely the pano-mapping table’s method [3] and log-polar mapping method [4]. Log-polar 
mapping is in favor to be selected for the proposed omnidirectional thermal visualization system 
because log-polar mapping does not required complicated landmark learning steps and it has 
lower computational complexity in calculating radial distance, comparing to pano-mapping table 
method. Log-polar mapping method also has higher compression capability too. Three mapping 
techniques for log-polar mapping are proposed in this paper namely point sample, mean and 
interpolation mapping techniques. Point sample mapping technique is applied in the proposed 
omnidirectional thermal visualization system due to its lower complexity and moderate output 
image quality. 

 
The rest of the paper is organized as follows: Section 2 shows the mechanical approach versus 
optical approach in omnidirectional visualization and the proposed system model for our work. 
Section 3 presents the hyperbolic optical mirror design and discusses the materials used to 
construct the IR reflected hyperbolic optical mirror (or in short, omnidirectional hot mirror). Section 
4 discusses two unwarping methods, namely the pano-mapping table and log-polar mapping. 
Three mapping techniques for log-polar mapping namely point sample, mean and interpolation 
mapping techniques are also discussed here. Finally, section 5 gives concluding remarks and 
envies some future work. 

 
 

2. MECHANICAL APPROACH V.S. OPTICAL APPROACH 
Omnidirectional visualization has significant potentials in various applications such as 
surveillance quality control, mobile robot navigation and others. The methods used to acquire 
omnidirectional views can be classified into two approaches [5]: 
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1.) Mechanical approach: the methods to gather images to generate an omnidirectional 

image. 
2.) Optical approach: the methods to capture an omnidirectional image at once. 

 
In addition, they are classified into two categories by the viewpoint of the image [5]: single 

viewpoint and multiple viewpoints. 
 

For the mechanical approach, the images captured on a single viewpoint are continuous. One 
example is the rotating camera system [6]-[9]. In such a system, the camera rotates around the 
center of the lens. It generates an omnidirectional image from a single viewpoint. However, since 
it is necessary to rotate a video camera for a full cycle in order to obtain a single omnidirectional 
image, it is impossible to generate omnidirectional image at video rate. Other disadvantages of 
rotating camera system are that it requires the use of moving parts and precise positioning. The 
image captured at multiple viewpoints is relatively easy to be constructed. A single camera or 
more cameras are used to gather multiple images at multiple viewpoints and the images are 
combined into an omnidirectional image. Quick Time VR system [10] adopted such technologies 
and it has many market applications. However, the images generated by the system are not 
always continuous and consistent, and it also cannot capture the dynamic scene at video rate. 

 
Since mechanical approach leads to many problems on discontinuity and inconsistent, optical 
approach is use. This approach is the most appropriate for real-time applications and it has single 
viewpoint. Two alternatives have been proposed, namely the use of special purpose lens (such 
as the fish eye lens [1]) and the use of hyperbolic optical mirrors [2]. Fish eye lens are used in 
place of a conventional camera lens due to the reason that they have very short focal length that 
enables the camera to view objects as much as in a hemisphere scene. Fish eye lens have been 
widely use for wide angle imaging areas as noted in [11, 12]. However, Nalwa’s works in [13] 
found out that it is difficult to design the fish eye lens that ensure all the incoming principal rays 
intersect at a single point to yield a fixed viewpoint. The acquired image, using fish eye lens, 
normally does not permit the distortion free perspective images constructed from the viewed 
scene. Hence, to capture an omnidirectional view, the design of the optimal fish eye lens must be 
quite complex and large, and hence expensive. Since fish eye lens are cost expensive, complex 
in design and providing almost the same reflective quality as hyperbolic optical mirror, hyperbolic 
optical approach are planned to adopt in this research. 

 
The optical approach based omnidirectional thermal visualization system model proposed in this 
paper is shown in Fig. 1. The system required a custom made omnidirectional hot mirror, a 
camera mirror holder, a fine resolution thermal camera and a laptop/PC with Matlab programming.  

 

 
Fig. 1: Optical Approach Based Omnidirectional Thermal Visualization System Model 
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Fig. 2: Overall Fabricated Omnidirectional Thermal Visualization System Model 

 
Custom made omnidirectional hot mirror will be discussed in details in Section 3. The camera 
mirror holder is custom designed in order to hold the camera and the omnidirectional hot mirror in 
a proper adjustable way. It is made with aluminum material due to its properties (light weight and 
acceptable tensile strength), as shown in Fig. 2. 

 
The thermal camera used in this research is an affordable and accurate temperature model: 
ThermoVision A-20M manufactured by FLIR SYSTEM [14]. The thermal camera has a 
temperature sensitivity of 0.10 in a range from -20°C to 900°C and it can capture thermal image 
with fine resolution up to 320 X 240 pixels, offering more than 76,000 individual measurement 
points per image at a refresh rate of 50/60 Hz. The A-20M features a choice of connectivity 
options. For fast image and data transfer of real-time fully radiometric 16-bit images, an IEEE-
1394 FireWire digital output can be chosen. For network and/or multiple camera installations, 
Ethernet connectivity is also available. Each A-20M can be equipped with its own unique URL 
allowing it to be addressed independently via its Ethernet connection and it can be linked together 
with router to form a network. 

 
A laptop or PC can be used for image processor placing either on site or in a monitoring room. 
Matlab version 2007 or higher version is suggested because its user friendly environment (in m-
file) is developed for performing log-polar mapping technique to unwrap the captured 
omnidirectional thermal image into panoramic form. For machine condition monitoring purposes, 
the software can be used to partition the panoramic thermal images easily according to each 
single machine to be monitored, processing them smoothly with the user-programmed monitoring 
algorithm and the signaling alarm whenever security threat alerts. It also can be used for 
trespasser detection. The overall fabricated system model is shown in Fig. 2. 

 
 

3. Omnidirectional Hot Mirror 
In this section, the structural design for omnidirectional hot mirror and the materials used for 
fabrication will be described. 
 
3.1 Structural Design for Omnidirectional Hot Mirror 
The best shape of practical use omnidirectional mirror is hyperbolic. As derived by Chahl and 
Srinivasan in [15], all the polynomial mirror shapes (conical, spherical, parabolic, etc) do not 
provides a central perspective projection, except for the hyperbolic one. They also shown that the 
hyperbolic mirror guarantee a linear mapping between the angle of elevation θ and the radial 
distance from the center of the image plane ρ.  Another advantage of hyperbolic mirror is the 
resolution in the omnidirectional image captured is increasing with growing eccentricity when 
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using it with a camera/imager of homogenous pixel density. Hence, it will guarantee a uniform 
resolution for the panoramic image after unwarping. 
 
The shape of the hyperbolic omnidirectional hot mirror used in our project is design according to 
the derivation work done in [16,17], such that at a given distance d from the origin, the vertical 
dimension h is linearly mapped to the radial distance from the center of the image plane ρ as 
shown in Fig. 3. The relation between a world point with coordinates [d, h]T, the cross section 
function F(t) with t(ρ), and an image point with coordinates [ρ, 0]T is defined by the law of 
reflection [18], as refer to Fig. 3 and Fig. 4. According to [16], instead of deriving directly F(t), an 
expression for h(t) is fist sought. Referring to Fig. 3, the world point at a distance d is given by the 
following relation [16]: 

       (1) 
 

where it carry the meaning that a ray emanating from an image point is reflected by the mirror 
and reaches a world point. The incident and coincident rays on the mirror [16] as shown in Fig.5 
are described by their directional vectors i


respectivelyc


, both of norm equal to one. The law of 

reflection [18] imposes that the angle between incident ray and the normal to the surface is equal 
to the angle between the normal and the coincident ray. The normal vector n


 corresponds to a     

 
Fig. 3: Mirror design structural and its related parameters. 

 

 
Fig. 4: Mirror cross section view. 
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Fig. 5: incident and coincident rays on mirror surface 

 
function of derivatives of the cross section function F(t) at point t. Expressed in scalar product, the 
following condition must hold [16]: 

           (2) 
 
where the components of the vectors are as follows 

  

 
The law of reflection impose πφθγ =++2  and therefore the slopes of the coincident ray is 

given by: 
       (3) 

 
From (1), the term-cot(φ) can be expressed as a function of (3): 

       (4) 

 
Solving (2) by substituting each respectively scalar components: 

 
  ;  

      (5) 

 
The condition for two unity vectors, .  

       (6) 
 
From (6), 
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         (7)  

 
From (6), 

 

 
         (8) 

 
Taking (7) divide by (8), gives 

        (9) 

Combining (5) and (9) results in a cubic expression [16]: 

    (10)  
 

Solving (10) for , get: 

          (11) 

       (12) 

 
(11) corresponding to the slope of the transmitted ray, while (12) corresponds to the slope of 

the reflected ray, which is the sought one [16]. The expression for h(t) in (4) can now be written 
as follows: 

    (13) 

 
Solving (13) for the derivative of the cross section function  results in a cubic differential 

equation [16]: 

     (14) 

 
The differential equation, which defines the convex mirror shape is consequently given by the 

following expression [16]: 

  (15) 

 
From(15), there are three parameters influencing the mirror shape, which are the focal length 

f of the camera, the distance d that corresponds to the perimeter of the projected cylinder, and 
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the function h(t), that corresponds to the vertical dimension of a world point. The parameter h(t) 
also defines the characteristic of the thermal camera. The following condition must hold [16]: 

         (16)  
 

where a is the gain and b is the offset of the function in order to have a linear relationship 
between the coordinate of a world point and the coordinate of an image point. When substituting 

in (16) into (15), the image coordinate  must be replaced by t. The relation between  and 
t results from the projection by a thermal camera as: 

         (17)  
  
The research group of OMNIVIEWS project from Czech Technical University further developed 
Matlab software for designing omnidirectional optical mirror [16, 17]. From the Matlab software, 
practitioner can design their own hyperbolic omnidirectional hot mirror by inputting some 
parameters specifying the mirror dimension. The first parameter is the focal length of the camera f, 
in which the thermal camera in use is 12.5 mm and the distance d ( -plane) from the origin is set 
to 2m. The image plane height h is set to 20 cm. The radius of the mirror rim is chosen t1=3.6cm 
as modified from Svoboda work in [17], with radius for fovea region 0.6cm and retina region 
3.0cm. Fovea angle is set in between 0° to 45°, whereas retina angle is from 45° to 135°. The 
coordinates as well as the plot of the mirror shape is generated using Matlab and it is shown in 
Fig. 6. The coordinates as well as the mechanical drawing using Autocad was provided to 
precision engineering company to fabricate/custom made the hyperbolic mirror.    

 

 
Fig. 6: Mirror coordinates plot in Matlab 

 
3.2 Material for Fabricating Omnidirectional Hot Mirror 
In particular, all kinds of flat and polished metal surfaces may easily reflecting infrared radiation, 
even if some of them are not reflecting visible light radiation. As a result, analysis of infrared 
thermal images must consider the thermal reflections capability of the use of a reflector or a 
mirror. In classical antiquity, mirrors were made directly of solid metal such as gold, silver, copper, 
tin, aluminum and etc [19]. In modern world, mirrors are manufactured by applying a reflective 
coating to a suitable substrate. For scientific optical work, dielectric materials are deposited, to 
form an optical coating. By carefully selecting the type and thickness of the dielectric layers, the 
range of the wavelengths and amount of light reflected from the mirror can be specified. 
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Visible light mirror’s substrate is normally glass, due to its transparency, ease of fabrication, 
rigidity and ability to take a smooth finish. The reflective coating is either silver (much expensive) 
or tin-mercury (cheaper) [20], which is applied to the back surface of the glass, so that it is 
protected from corrosion and accidental damage. However, this type of visible light mirror is not 
suitable to be applied in IR reflectivity. The reflectivity of mirror is a function of wavelength 
depends on both the thickness of coating and how it is applied. 

 
Although most mirrors are designed for visible light, there are also mirrors that designed for other 
types of waves or wavelengths spectrum in used. The mirror that used in IR spectrum is so called 
“hot mirror” [21]. Hot mirror is a specialized dielectric mirror that can reflect infrared light. Normally, 
the materials used to build hot mirror are metals [22]. Among the metals used to fabricate hot 
mirror such as aluminum, silver, gold and copper based on IR reflectivity were studied by Jitra in 
[22]. According to the studies, the most convenient materials are silver, gold and copper because 
these materials have very high reflectance in IR spectral range, which is upto 90-95% of IR 
wavelength region [23] when they are new. If they are deposited in very thin layer, they may have 
high light transmittance in visible spectral range too. 

 
However, gold and copper are very expensive materials in which they were too expensive for 
widespread use, as well as being prone to corrosion. They are not cost effective to be chosen for 
hot mirrors. And, if such hot mirrors are used on remote site, they are easily to get lost or steal by 
theft. Silver tends to be very soft mechanically and easily abraded, as well as susceptible to 
tarnishing and corrosion over time from ordinary atmospheric contaminants/conditions, such as 
by reacting with oxygen, chlorine, sulfur, ozone and others. Because of these reasons, silver 
coatings are often not used in optical mirror systems unless they are protected from the elements 
stated above [24]. In Jitra’s studies [22], aluminium is also not a suitable material because of its 
high visible reflectance.          
  
In our research project, five types of cost effective and market-common IR reflected materials are 
chosen to fabricate the designed hot mirrors. They are: brass, mild steel, stainless steel, 
aluminum and chromium. Since fabricating mirror with whole chromium material is too expensive, 
it was substituted with aluminum coated with chromium. These fabricated hot mirrors are tested 
for reflectivity to find out the optimum one. The experimental results are shown and discussed in 
Section 5.1. 

 
4. Unwarping Process 
One of the important processes in optical based omnidirectional thermal visualization is the 
unwarping process. Unwarping process is required to map the captured omnidirectional image 
into a panoramic image, providing the observers and image processing tools with a complete 
wide angle of view for the surrounding of the area under surveillance. Many conventional 
unwarping methods require some information of certain omnidirectional imaging tools’ intrinsic 
parameters, such as lens’ focal length, coefficients of the mirror surface shape equation and the 
others. to perform calibration before unwarping take place [25-29]. This is not applicable in some 
situations where the information of such omnidirectional imaging tools’ parameters are unknown. 
Therefore, it is desirable to have some unwarping methods which are universal to all kinds of 
omnidirectional imaging tools. In this section, two such unwarping methods will be discussed, one 
method is the recent works of S. W. Jeng et. al. in [3] by using pano-mapping table and another 
one is our proposed work by the use of log-polar mapping [4].    
 
4.1 Pano-mapping Table 
The proposed work of S. W. Jeng et. al. in [3], by using pano-mapping table for unwarping 
omnidirectional images into panoramic view images, consists of three major stages: 
 
(i) Landmark Learning Stage [3]: This stage is to setup some pairs of selected world space points 

(Authors in [3] name it as landmark points) with known positions and known pixels. The steps 
start by selecting a number (normally > 5) of landmark point pairs, each with the world space 
points which is easy to be identified (for example, a corner in a room). The coordinates of the 
selected world space points are measured. Take the coordinates data of the point pair (Oc, Om) 
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as the first set of the learned data, where Oc is the image center with known world coordinates 
(uo, vo) and Om is the mirror center with known world coordinates (xo, yo, zo). After learning, there 
will be n sets of landmark point pairs data, each set includes the coordinates (uk, vk) of the 
image point and (xk, yk, zk) of the world space point respectively, where k=0,1,…, n-1. 

 
(ii)Table Creation Stage [3]: This stage is building a two-dimensional mapping table using the 

coordinates data of the landmark point pairs. The pano-mapping table is a two-dimensional 
array, acting as a medium for unwarping omnidirectional images, after it has been conducted. 
The table is shown in Table 1 below. 
 

 

Θ1 Θ2 Θ3 Θ4 

… 

ΘM 

ρ1 

(u11, v11) (u21, v21) (u31, v31) (u41, v41) … (uM1, vM1) 

ρ2 

(u12, v12) (u22, v22) (u32, v32) (u42, v42) … (uM2, vM2) 

ρ3 

(u13, v13) (u23, v23) (u33, v33) (u43, v43) … (uM3, vM3) 

ρ4 

(u14, v14) (u24, v24) (u34, v34) (u44, v44) … (uM4, vM4) 

…
 

 …
 

 …
 

 …
 

 …
 

…
 

 …
 

ρN 

(u1N, v1N) (u2N, v2N) (u3N, v3N) (u4N, v4N) … (uMN, vMN) 

Table 1: Example of pano-mapping table of size MxN [3]. 
 

The horizontal and vertical axes on the pano-mapping table specifies the range of the 

azimuth angle Θ and the elevation angle ρ respectively of all possible incident light rays going 

through the mirror center. The range 2π radians (360°) of the azimuth angles are divided 
equally into M-units and the range of the elevation angles are divided equally to N-units to 
create a table Tpm of MxN entries as shown in Table 1. Each Entry E with corresponding angle 

pair (Θ, ρ) in Tpm maps to a pixel p with coordinates (u, v) in the input omnidirectional image I. 
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Due to nonlinear property of the mirror surface shape, the radial-directional mapping should be 
specified by a nonlinear function fr, such that the radial distance r from each image pixel p with 
coordinates (u, v) in I to the image center Oc at (uo, vo) may be computed by . The 
pairs  of all the image pixels form a polar coordinate system with the image 
coordinates (u, v) specified by: 

 
         (18) 

 
In [3], the authors also name fr  as the ‘radial stretching function’, and they attempt to 

describe it with the following 4th degree polynomial function: 
    (19) 

 
where are five coefficients to be estimated using the data of the landmark 
point pairs, as described in the following algorithm. A similar idea of approximation can be 
found in [30]. 
 
Algorithm 1. Estimation of coefficients of radial stretching [3]: 
Step 1: Coordinates transformation in world space:-Transform the world coordinates (xk, yk, zk) 

of each selected landmark point Pk, k=1, 2, …, n-1, with respect to origin of world 
coordinate Ow into coordinates with respect to Om by subtracting from (xk, yk, zk) the 
coordinates values (xo, yo, zo)=(-D, 0, H) of Om. Hereafter, (xk, yk, zk) will be denote this 
coordinates transformation result. 

Step 2: Elevation angle and radial distance calculation:-The coordinate’s data of each landmark 
point pair (Pk, pk), including the world coordinates (xk, yk, zk) and the image coordinates 

(uk, vk) are use to calculate the elevation angle ρk of Pk in the world space and the radial 

distance rk of pk in the image plane by the following equations: 

 
        (20) 

 
where Dk is the distance from the landmark point Pk to the mirror center Om in the X-Y 
plane of the world coordinates system, computed by . 

Step 3: Calculation of coefficients of the radial stretching function:-Substitute all the data ρ0, 

ρ1, …, ρn-1 and r0, r1, …, rn-1 computed in step 2 into (19) to get n simultaneous 

equations:  

 
 

       (21) 
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and solve them to get the desired coefficients ( ) of the radial 
stretching function fr by a numerical analysis method [31]. 
 

Now the entries of the pano-mapping table Tpm can be filled with the corresponding image 
coordinates using (18) and (19) with the following algorithm. Note that there are MxN entries in 
the table.  

 
Algorithm 2. Filling entries of pano-mapping table [3]: 

Step 1: Divide the range 2π of the azimuth angles into M intervals, and compute the i-th 

azimuth angle  by: 
        (22) 

 
for i=0,1, …, M-1. 

 
Step 2: Divide the range of the elevation angles into N intervals, as shown in Fig. 7, 

and compute the j-th elevation angle by: 

      (23) 
 
for j=0,1, …, N-1. 
 

Step 3: Fill the entry  with the corresponding image coordinates (uij, vij) computed according 
to (18) and (19) as follows: 

 
          (24) 

 
where  is computed by:  

  (25) 
 

with   being those computed by Algorithm 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  Fig. 7: Lateral-view configuration for generating a panoramic image [3].  
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(iii) Image Unwarping Stage [3]: This stage is to construct a panoramic image Q using the pano-
mapping table Tpm as a medium to map each pixel q in Q to an entry  with coordinates 
values (uij, vij) in the pano-mapping table Tpm and to assign the color value of the pixel at 
coordinates (uij, vij) of image I to pixel q in Q. For the details of the generation of panoramic 
image from a given input omnidirectional image I and a pano-mapping table Tpm, a 
corresponding generic panoramic image Q may be generated from I, which is exactly of the 
same size as Tpm. The steps are as follows: First, for each entry  of Tpm with azimuth angle 

of  and elevation angle , take out the coordinates (uij, vij) filled in , then assign the color 
values of the pixel  of I at coordinates (uij, vij) to the pixel  of Q at coordinates (i, j). After 
all entries of the table are processed, the final Q becomes a generic panoramic image 
corresponding to I. In the process, Q may regard as the output of the pano-mapping  
described by the pano-mapping tables Tpm with I as the input, i.e. . 

 
Pano-mapping method shows best results in unwarping omnidirectional images taken by any 
omnidirectional imaging tools without requirement of omnidirectional tools’ parameters. It is a 
universal unwarping method. However, it requires complicated landmark learning steps to 
define/search for different landmark points for table creation. It also has high computational 
complexity in which it requires up to 4th order calculation in each radial distance r as shown in 
Step 3 of Algorithm 1.  Another demerit of such unwarping method is that it has no data 
compression capability. As observe from the experimental results in [3], the output panoramic 
image has resolution three to four folds greater than the input omnidirectional images, in which 
image expansion at output.  

 
In next subsection, another universal unwarping method will be proposed, so-called the log-polar 
mapping method. In contrast with pano-mapping table method, log-polar mapping method does 
not require complicated landmark learning steps. It only needs to define one single point, which is 
the center of image, so-called the fovea. From the center of fovea, user can develop the fovea 
region and periphery region covering the whole omnidirectional image, bio-inspired the 

mammalian viewing image. The computational complexity to calculate each radial distance ρ is 

low, which requires cosine and sine calculation function only. Log-polar mapping method also has 
higher compression capability up to 4 folds. 

 
4.2 Log-Polar Mapping 
Log-polar mapping geometry is an example of foveated or space-variant image representation 
used in the active vision systems motivated by human visual system [32]. It is a spatially-variant 
image representation in which pixel separation increases linearly with distance from a central 
point [33]. It provides a way of concentrating computational resources on regions of interest, 
whilst retaining low-resolution information from a wider field of view. One advantage of this kind of 
sampling is data reduction. Foveal image representations like this are most useful in the context 
of active vision system where the densely sampled central region can be directed to pick up the 
most salient information. Human eyes are very roughly organized in this way. 
 
In robotics, there has been a trend to design and use true retina-like sensors (e.g. SVAVISCA 
log-polar camera [34] and CMOS foveated image sensor [35]) or simulate the log-polar images by 
software conversion (e.g. application to face detection and tracking [36], application to monocular 
active tracking [37], etc). In the software conversion of log-polar images, practitioners in pattern 
recognition usually named it as log-polar mapping. An example illustrating the log-polar mapping 
of a hypothetical N rings retina, containing a 3 rings fovea, is shown in Fig. 8. 
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Fig. 8: An example of log-polar mapping of a N rings retina containing 3 rings fovea. To simplify the figure, 

no overlapping was use. Note that periphery portion is log-polar. 
 

The log-polar mapping can be summarized as following: Initially, the geometry of each section of 
the partitioned thermal image is in Cartesian form (x1,y1). Log-polar sampling is uses to sample 
the Cartesian input image into log-polar sampling image. After that, the log-polar image is 
mapped to another Cartesian form (x2,y2)  whereby in this process, the log-polar sampling image 
is unwarpped into a log-polar mapping image. Since the output log-polar mapping image provides 
data compression and it is also in Cartesian form, subsequent image processing task will become 
much easier. 

 
The centre of pixel for log-polar sampling expression is described in [4]: 

                      (26) 

        (27) 

 
The centre of pixel for log-polar mapping expression is described in [4]:   

        (28) 

        (29) 

 
where  is the distance between the given point and the center of mapping  

ro is a scaling factor which will define the size of the circle at . 
λ is the base of the algorithm,  

                        (30)  

 is the total number of pixels per ring in log-polar geometry.  
 

The number of rings in the fovea region is given by [4]: 
           (31) 
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To sample the Cartesian pixels (x1, y1) into log polar pixels (ρ, θ), at each center point 

calculated using (1) and (2), the corresponding log-polar pixel (ρn, θn) is cover a region of 

Cartesian pixels with radius: 
          (32) 

 
where n=0, 1, …, N-1. Fig. 9 shows the conventional circle sampling method of log-polar mapping 
[32, 35]. 

 

                                  

     Fig. 9: Conventional circle sampling method for                      Fig. 10: Sector sampling method for log-polar  
  log polar image.           image.     

    
One of the disadvantages of using circle sampling is that certain region of Cartesian pixels 
outside sampling circle did not cover by any log-polar pixels. Therefore, some researchers [36, 38, 
39] had adopted sector sampling method as shown in Fig. 10, which could maximize the 
coverage of Cartesian pixels for each log-polar pixel. Log-polar pixel image will later perform 
mapping (unwarping) process to convert into panoramic image. There are three types of mapping 
techniques proposed in this paper to help generating a good quality panoramic image. They are 
point sample, mean and interpolation mapping technique. 

 
4.2.1 Point sample 

Point sample is the simplest mapping techniques. During mapping process, the (ρ, θ) pixels will 

map to each corresponding (x2,y2) pixels as shown in Fig. 11. The region of panoramic Cartesian 
pixels cover by an individual log-polar pixel will has the same color intensity follow the original 
Cartesian center sampling point’s pixel from the respective log-polar pixel. 
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Fig. 11: Point sample mapping process 
 

4.2.2 Mean  
In mean mapping technique, the intensity value in each individual log-polar pixel equals the mean 
intensity value of all pixels inside the sampling sector on the original Cartesian image (x1,y1): 

  (33) 

 
Fig. 12 shows the mean mapping process. 
 

 
Fig.12: Mean mapping process 

 
4.2.3 Interpolation 
This method performs interpolation on point sample or mean mapping image. Interpolation is the 
process of determining the values of a function at the positions lying between its samples [40]. 
Interpolation reconstructs the information lost in the sampling process by smoothing the data 
samples with an interpolation function. Several interpolation methods have been developed and 
can be found in the literature [40- 42]. The most commonly used interpolation methods in image 
processing are the nearest neighbor, bi-linear and bi-cubic interpolation techniques. 
 
(i) Nearest Neighbour Interpolation 

Nearest neighbor is considered the simplest interpolation method from a computational 
standpoint [40], where each interpolated output pixel is assigned the value of the nearest 
sample point in the input image. The interpolation kernel for the nearest neighbor algorithm is 
defined as [40]: 

      (34) 

 
The frequency response of the nearest neighbor kernel is[40]: 

        (35) 

 
The kernel and its Fourier transform are shown in Fig. 13a. Convolution in the spatial 

domain with the rectangle function h is equivalent in the frequency domain to multiplication 
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with a sinc function [40]. Due to prominent side lobes and infinite extent, sinc function makes a 
poor low-pass filter. This technique achieves magnification by pixel replication, and 
magnification by sparse point sampling. Fig. 13b shows how the new brightness is assigned in 
nearest neighbor interpolation method. Dashed (- -) lines show how the inverse planar 
transformation map the grids of the output image into the input image (point sample or mean 
mapping image). Solid lines show the grid of the input image. The output pixel is assigned with 
the value of the pixel that the point falls within. No other pixels are considered. 
 

 
            (a)                                                                                      (b) 

Fig. 13: (a) The nearest neighbor kernel and its F.T. [40]   (b) Nearest neighbor interpolation 
 

(ii) Bi-linear Interpolation 
The second interpolation method discuss in this paper is bi-linear interpolation. Bi-linear 
interpolation explores four points neighboring the initial point, and assumes that the brightness 
function is bi-linear in this neighborhood. In the spatial domain, bilinear interpolation is 
equivalent to convolving the sampled input with the following kernel [40]: 

     (36) 

 
The frequency response of the bilinear interpolation kernel is [40]: 

       (37) 

 
The kernel and its Fourier transform are shown in Fig. 14a. Note that the frequency response 
of the bi-linear interpolation kernel is superior to the nearest neighbor interpolation since the 
side lobes are less prominent and the performance is improved in the stopband. A passband 
is moderately attenuated and this results in image smoothing. Fig 14b shows how the new 
brightness is assigned in bi-linear interpolation method. Dashed (- -) lines show how the 
inverse planar transformation map the grids of the output image into the input image (point 
sample or mean mapping image). Solid lines show the grid of the input image. The output 
pixel value is a weighted average of pixels in the nearest 2-by-2 neighborhood. Bi-linear 
interpolation can cause a small decrease in resolution and blurring due to its averaging nature. 
Bi-linear interpolation produces reasonably good results at moderate cost. But for better 
performance, more complicated algorithms are needed.   
 

 
      (a)                                                                                              (b) 

Fig. 14: (a) The bi-linear kernel and its F.T. [40]   (b) Bi-linear interpolation 
 

(iii)Bi-cubic Interpolation 
Bi-cubic interpolation is a third degree interpolation algorithm that fairly well approximates the 
theoretically optimum sinc interpolation function. The interpolation kernel (named ‘Mexican hat’) 
is defined via [40]: 
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  (38) 

 
Choice for a is -1 as suggested by [43] for bicubic interpolation, (38) becomes: 

   (39) 

 
The frequency response of the kernel is [40]: 

 (40) 

 
The kernel and its Fourier transform are shown in Fig. 15a. Note that the frequency response 
of the bi-cubic interpolation preserves fine details in the image very well. Fig 15b shows how 
the new brightness is assigned in bi-cubic interpolation method. Dashed (- -) lines show how 
the inverse planar transformation map the grids of the output image into the input image (point 
sample or mean mapping image). Solid lines show the grid of the input image. The output 
pixel value is a weighted average of pixels in the nearest 4-by-4 neighborhood. Bi-cubic 
interpolation does not suffer from the step like boundary problem of nearest neighborhood 
interpolation, and copes with bilinear interpolation blurring as well. 

 
        (a)                                                                                         (b) 

Fig. 15: (a) The bi-cubic kernel and its F.T. [40]   (b) Bi-cubic interpolation 
 

5. Experimental Results 
This section will briefly illustrate the materials selected to fabricate the IR omnidirectional hot 
mirror, calculation on the relative permittivity of each selected materials to test for IR reflection, 
comparisons on the performance of the unwarping method (pano-mapping vs. log-polar mapping) 
and the mapping methods use in log-polar mapping (point sample, mean and interpolation). 
 
5.1 Mirror Materials  
Five types of cost effective and common materials are chosen to fabricate the designed hot mirror 
as stated in section 3.1. They are brass, mild steel, stainless steel, aluminum, and chromium as 
shown in Fig. 16 (a, b, c, d and e respectively). Since fabricating mirror with whole chromium 
material is too expensive, it is substituted with aluminum coated with chromium. These fabricated 
hot mirrors are to be tested for reflectivity to find out the optimum one. A three machines’ case is 
studied here and shown in Fig. 17. In Fig.17c, machine A (leftmost) and machine C (rightmost) 
are vibro test machines with same model and same specifications, whereas machine B (center) is 
a fatigue test machine. Three machines are considered function in normal when their motor’s 
temperature is around 80°C after two hours or longer functioning time, and considered to be 
overheated when temperature reach 90°C.          
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(a)                                   (b)                                      (c)                                    (d)                                    (e) 
Fig. 16: Mirror Materials (a) brass (b) mild steel (c) stainless steel (d) aluminum (e) chromium 

 

 
      (a)                                                                                                        (b) 

 
       (c)              (d)  
Fig. 17: Case studies of machines for monitoring captured in Applied Mechanical Lab (a) Digital Color Form 
(b) Thermal image, all machines are functioning in overheat condition (c)Unwarp form of a and (d) Unwarp 

form of b. 
 

The panoramic form of thermal images captured on different hot mirrors are shown in Fig. 18 
(a, b, c, d and e respectively). The weights and temperature readings of different hot mirrors for a 
selected section (machine A select as random, results will be expected same if machine B or C is 
choose) are recorded as shown in Table 1. The contact temperature on machine A is also 
measured using TES 1310 digital thermometer manufactured by TES Electrical Electronic Corp.     
 
 

(a) 

(b) 
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(c) 

(d) 

(e) 
Fig. 18: Unwarp thermal image captured using (a) brass mirror (b) mild steel mirror (c) stainless steel mirror 

(d) aluminum mirror (e) chromium mirror on the same scene. 
 Weight Temperature reading on Mac. A  Relative reflectivity  
Brass 1015g 74.2°C 0.9275 
Mild steel 931g 70.8°C 0.8850 
Stainless steel 940g 73.7°C 0.9213 
Aluminum 325g 72.9°C 0.9113 
Chromium 356g 78.8°C 0.9850 
TES Thermometer NIL 80°C NIL 

Table 1: weights, temperature readings and relative permittivity of different hot mirrors on a selected machine 
 

The relative reflectivity for each hot mirror’s is calculated using the relation ratio: 

      (41) 

 
where Actual temperature is the temperature measured using TES thermometer and IR reflected 
temperature is the temperature reflected on the hot mirror captured using thermal camera. The 
closest the  to 1, the better the IR reflectivity of a mirror. From the experimental results shown, 
chromium gives the highest , with the IR reflectivity of 98.5%. This follow by brass (92.75%), 
stainless steel (92.13%), aluminum (91.13%) and mild steel (88.5%) respectively. Chromium is 
adopted in the proposed omnidirectional thermal visualization system since it provides the best IR 
reflectivity and its moderate weight (356g, second lightest material among the tested). 
 
5.2 Pano-mapping vs. Log-polar Mapping 
An example of omnidirectional image is taken from [3] and its pano-mapping form is shown in Fig. 
19a and Fig. 19c respectively. Fig. 19b shown an unwarp panoramic form of Fig. 19a using log-
polar mapping. Comparing Fig. 19b and Fig. 19c, pano-mapping method expands the panoramic 
image into 4 times of that original omnidirectional image, whereas log-polar mapping method has 
higher compression capability upto 4 folds of the original omnidirectional image. Pano-mapping 
method required complicated landmark learning steps whereby it is not required in log-polar 
mapping method. Pano-mapping method also has high computational complexity which required 
upto 4th order calculation in each radial distance, whereas for log-polar mapping method, the 

computational to calculate each radial distance ρ is relatively low, which required 1st order cosine 

and sine function only. Since log-polar mapping has that much of merits in compare to pano-
mapping, log-polar mapping is adopted as unwarping method in the proposed omnidirectional 
thermal visualization system. 
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                (a)                                                      (b) 

 
              (c) 
Fig. 19: (a) Omnidirectional image taken from [3] (b) Unwarp panoramic form of a using log-polar mapping 

(c) Unwarp panoramic form of a using pano-mapping 
 
5.3 Different Mapping Method in Log-polar Mapping 
This subsection investigates different mapping methods proposed in log-polar mapping. They are 
point sample, mean and interpolation mapping techniques as discussed in section 4.2. Fig. 17a 
shows a digital image captured using the proposed chromium hot mirror as shown in Fig. 16e. As 
can be observed in Fig. 17a, the mirror that good in IR range does not necessary good in human 
visual range as well. The mapping output of Fig. 17a is shown in Fig. 20 (a to h) using different 
mapping techniques (point sample, mean, nearest neighbor interpolation of point sample, nearest 
neighbor interpolation of mean, bi-linear interpolation of point sample, bi-linear interpolation of 
mean, bi-cubic interpolation of point sample and bi-cubic interpolation of mean respectively). The 
mapping output of Fig. 17b, which is the thermal image of Fig. 17a are shown in Fig. 21 (a to h), 
using different mapping techniques. For interpolation techniques, the number of pixels considered 
affects the complexity of the computation. Therefore the bi-cubic method (weighted average of 4-
by-4 neighborhood) takes longer computation times than bi-linear method (weighted average of 
2-by-2 neighborhood). And, the bi-linear method takes longer times than nearest neighbor 
(assigned value of pixel that point nearby). However, the greater the number of pixels is 
considered, the more accurate the effect is; and so there is a tradeoff between processing time 
and quality. 
 

 
    (a)        (b) 

 
      (c)        (d) 

 
      (e)        (f) 
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  (g)        (h) 

Fig. 20: Output of digital image using different mapping technique (a) point sample (b) mean (c) nearest 
neighbor interpolation of point sample (d) nearest neighbor interpolation of mean (e) bi-linear interpolation of 

point sample (f)  bi-linear interpolation of mean (g)  bi-cubic interpolation of point sample (h) bi-cubic 
interpolation of mean 

 
 

The differences of mapping are obvious in quality for digital images but not significant in 
thermal images. Since interpolation and mean mapping techniques require high complexity as 
compare to point sample mapping technique, and all these mapping techniques provide almost 
the same image quality in unwarping thermal image, the less complexity technique is adopted, 
which is the point sample mapping technique(without interpolation).   
 

 
   (a)       (b) 

 
(c)        (d) 

 
 (e)        (f) 

 
(g)        (h) 

Fig. 21: Output of thermal image using different mapping technique (a) point sample (b) mean (c) nearest 
neighbor interpolation of point sample (d) nearest neighbor interpolation of mean (e) bi-linear interpolation of 

point sample (f)  bi-linear interpolation of mean (g)  bi-cubic interpolation of point sample (h) bi-cubic 
interpolation of mean 

 
6. Conclusion 
In this paper, a new optical approach based omnidirectional thermal visualization system using 
minimum hardware is proposed for wide angle visualization surveillance , condition monitoring 
and others even in poor lighting condition. IR reflected hot mirrors have been successfully 
designed and custom made for the purpose of reflecting 360 degree scene in IR range for the 
area to be captured by a single thermal camera, thus producing omnidirectional thermal 
visualization images. Five cost effective and market-common IR reflected materials are studied, 
i.e. brass, mild steel, stainless steel, aluminum and chromium. Among these materials, chromium 
gives the best reflectivity. The approach also adopt log-polar mapping and point sample mapping 
technique to unwarp the captured omnidirectional thermal image into panoramic form, providing 
observer or image processing tools a complete wide angle of view. In future, higher level of image 
processing capabilities will be embedded, such as algorithm development for trespasser 
detection, machine condition monitoring, surveillance and mobile navigation. More sets of 
omnidirectional thermal visualization system can also be networked for monitoring a factory/site 
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providing a new platform for remote monitoring using minimum hardware. All these will be 
addressed in the future work. 
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