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Abstract 

 
This work reports on diverse technologies implemented for fabricating 
microfluidic devices such as biomedical micro sensors, micro pumps, bioreactors 
and micro separators. UV depth lithography and soft lithography were applied in 
the fabrication processes using different materials, for example SU-8, 
polydimethylsiloxane (PDMS), silicon, glass and ceramics. Descriptions of the 
fabrication process of completed devices and their performance are provided. 
Experimental tests and results are presented where available. 
This work highlights the importance of down scaling in producing efficient devices 
suitable for life science applications using diverse materials that are compatible 
with chemical and biomedical applications. 
 
Keywords: Microfluidics, Biosensors, Bioreactors, UV depth lithography, soft lithography. 
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1. INTRODUCTION 
Microfluidics is an exciting field of science and engineering that enables very small-scale fluid 
control and analysis, and allows instrument manufacturers to develop smaller, cost-effective and 
powerful systems. It also offers potential benefits in chemistry, biology, and medicine through 
minimized sample volume, fast detection, usability for non specialized staff, temperature stability, 
reduced reagents consumption, decreased analysis time, etc [1]. 
 
This work presents the optimized process technologies used by the Institute for Microtechnology 
(IMT) research group for fabricating microfluidic devices (e.g. dispersion microelements, micro 
pumps, bioreactors, blood separator and Quartz crystal microbalance (QCM)). These devices are 
suitable for life science applications and can be integrated on chip.  
 

2. SILICON BASED MICROFLUIDIC DEVICES 
Nanoparticles gain more and more in importance. A major process during handling of 
nanoparticles especially for the formulation of pharmaceutical, cosmetic and biotechnological 
products is the dispersion. While mixing the nanoparticles into a fluid, the nanoparticles 
agglomerate to each other. Dispersion describes the agglomerate breakup as well as the 
homogeneous distribution of particles in the surrounding fluid. 
 
The dispersion process within a micro-system offers the following two main advantages: 
generation of the high energy density required for dispersion of nano-sized particles, and use of 
extremely low volumes of reactants. Hence, micro-systems afford an excellent approach for 
pharmaceutical and biotechnological screening applications. 
 
To generate the high stress intensities, which are necessary to disperse agglomerates into 
primary particles, a new dispersion micro-element has been developed at IMT. The designed 
micro-elements (Fig.1) consist of a 20 mm long channel with 1 mm diameter inlet and outlet ports 
at both ends.  
 

 
 

FIGURE 1: Function principle of the dispersion micro-element 
 
The central part of the micro-channels features different geometries varying from elementary 
angular and circular alternatives to more complex geometries with multiple streams (Fig. 2). 
Furthermore, diverse barrier structures are also included. In the different designs, the width of the 
micro channel varies from 76 µm to 1 mm. 
 
In addition to using the dispersion effect of the micro-elements, it is planned to compress the 
nanoparticle suspension with high pressure, comparable to macroscopic apparatus, through the 
micro-channels. Therefore a resilient material was needed, that is simultaneously able to be 
fabricated into a micro-channel with precise and rectangular walls. For these reasons silicon was 
chosen in combination with dry etching for the fabrication process. 
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FIGURE 2: Different micro-channel designs 
 
To realize both a leak-proof micro-channel and an unrestricted visibility of the dispersion process 
in the micro-element, glass was chosen as a coating material. The structuring of glass is a difficult 
and extensive process, which often entails producing material stresses in the treatment affected 
zone. In this case, where the inlet and outlet are under high pressure, micro-cracks are especially 
disadvantageous. To avoid this problem and to achieve a maximum stability in the dispersion 
micro-element, we used a technique of double-sided etching of silicon. 
 

 
 
 

FIGURE 3: Batch fabrication process of the dispersion micro-element 
 
Standard UV photolithography is used to structure the aluminum layers, which are sputtered on 
both sides of a silicon wafer (Fig. 3a). After wet chemical etching in Al-etching solution, the 
photoresist layer is removed, whereby the aluminum structures remain (Fig. 3b). The desired 
micro-structures are now etched into the silicon base material. A deep reactive ion etching (DRIE) 
process, also known as Bosch process, has been used for this purpose. More details concerning 
the fabrication process are presented in [2]. The alternating process sequence from etching (with 
SF6) and passivation (with C4F8) allows extremely high aspect ratios and almost rectangular 
walls. First the channel geometry is etched from the top side to a depth of 200 µm into the silicon 
wafer (Fig. 3c). In a following etch step the wafer is flipped and the inlet and outlet are etched 
from the bottom side until they meet the channel bottom (Fig. 3d). After the aluminum masking 
layer is removed in a wet chemical etching step, the upper side is coated with a glass wafer in an 
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anodic bonding process step (Fig. 3e). Finally the dispersion micro-elements are separated with a 
wafer saw. 
 
Initial experiments with nano-particulate titanium dioxide suspension (AEROXIDE® Evonik 
Degussa) have shown that the micro-structure could operate smoothly up to pressures of 800 
bar. Figure 4 shows a first dispersion experiment with a pre-dispersed 5 %wt TiO2 suspension in 
water. The rising agglomerate size at higher inlet pressure depends on re-agglomeration due to 
the fact that surfactants for stabilization of the suspension had not been added.  
 

 
 

FIGURE 4: Dispersion effect of the dispersion micro-element (the analyzed design is shown in the diagram 
left below) on a pre-dispersed 5 % by weight TiO2-suspension in water 

 
Nevertheless the average agglomerate size could be halved, which demonstrates the general 
aptitude of the micro-elements for the dispersion of nanoparticles. Further measurements of the 
flow rate and the analysis of the dispersion effect as function of the micro-channel geometry are 
ongoing. 
 

3. SU- 8 BASED MICROFLUIDIC DEVICES 
SU-8 is a negative photoresist that has several interesting and useful material properties (e.g. 
transparency to visible light, thermal stability, biocompatibility and the possibility of fabricating 
high aspect ratio structures) [3]. Recently, it has been used as an alternative material for 
fabricating new microsystem designs and was integrated in various applications, such as micro 
grippers [4] and microfluidic chips [5, 6]. It can also be used in casting master features for soft 
lithography processes. Its average value of Young’s modulus was found to be about 5.6 GPa [7]. 
 
3.1. Fabrication Process 
The fabrication process is illustrated with the steps for fabricating spiral micro disks. The final 
features aimed at spiral channels that are carried on a base as depicted in Fig. 5.  
 
The fabrication process begins with a sacrificial layer of 3 nm Cr and 10 µm Cu deposited onto 
the substrate (Fig. 6, I). According to the required structure height, multilayer of SU-8 can then be 
deposited. The base layer of SU-8 is spun on the ceramic substrate, dried, exposed totally, and 
then post exposure baked (PEB) for 45 minutes using ramped temperature 60-95 oC (Fig. 6, II). 
The spiral protrusion layer is fabricated by spinning a new layer of SU-8 above the first exposed 
one, and then dried, exposed to UV light under the spiral mask, and PEB (Fig. 6, III).  
 
After that the SU-8 layers were developed in 4-hydroxybutyric acid lactone used as pre-developer 
and 1-methoxy-2-propylacetat to remove the unexposed material, and the sacrificial layer is 
etched and the SU-8 patterns are removed (Fig. 6, IV). The fabricated SU-8 patterns are of 380 
µm channel height, and 100-1200 µm widths. 
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FIGURE 5: Micro fabricated spiral disks. 
 

 
 

FIGURE 6: Fabrication procedure of SU-8 using UV depth lithography. 
 
3.2. SU-8 Microfluidic Devices 
The standard fabrication process was used for fabricating spiral channel micropump and several 
micromixers.  Spiral disks of SU8-50 photoresist (Fig. 5) with 3 mm outer radius, 385 µm height, 
and 150, 250, and 500 µm widths have been successfully tested for pumping glycerin. The spiral 
disks are glued to Aluminum shafts, and connected to an external driving motor. The micropump 
comprises a flat plate cover, a spiral disk, pump housing, and inlet and outlet ports. Example of 
results of flow rate measurements at different rotational speeds is shown in Fig. 7. 
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FIGURE 7: Flow rate against rotational speed for spiral micropump. 
 
Because of its importance for micro total analysis systems (µTAS) applications, micromixers are 
other vital components. Several passive micromixers were fabricated as shown in Fig. 8. 
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FIGURE 8: Micromixer [8]. 

4. PDMS BASED MICROFLUIDIC DEVICES 
Due to it is diverse advantages (e.g. transparency between 240 and 1100 nm [9], biocompatibility 
[10], low cost and the possibility to pattern a relief structure from a mold master [11]) PDMS is an 
essential design material for fabricating microsystems. Moreover, it can be covalently bonded to 
itself and to several other materials such as glass or silicon and to thin film materials such as 
silicon nitride [12]. 
 
4.1. Fabrication Process 
At first, a ceramic wafer is spin-coated with the photoresist SU-8 (Micro-Chem), for planarization 
which is then exposed to UV light. The actual casting SU-8 master features can be realized in 
heights ranging from a few µm to 720 μm. This SU-8 photoactive layer is first exposed 
photolithographically to UV light and then developed as described above (Fig. 9, A I-A II). To 
fabricate the microstructured PDMS layer the pre-polymer (Sylgard 184, Dow Corning) composed 
of silicone based elastomeric pre-polymer and curing agent in a ratio 10:1, respectively, is poured 
on the SU-8 master (Fig. 9, A III). After cross-linking the polymerized PDMS is peeled off the 
master (Fig. 9, A IV). Time for polymerization depends on the applied heating conditions: the 
cross linking is finished at room temperature after 24 h and at 80 °C after 10 min resulting in 
different stiffness. Rigidities of PDMS can also be modified by applying different ratios of the 
oligomer and curing agent. As depicted in Fig. 9 the micro structured PDMS are bonded 
irreversibly with another PDMS-part (C1) or with a glass bottom (C2) after oxygen plasma 
activation (85 W, 30 s).  
 
4.2. PDMS Microfluidic Devices 
A wide range of microfluidic components for different applications can be fabricated using the 
above process. Diverse PDMS based systems that have already been developed and fabricated 
are the following. 
 
4.2.1. Bioreactor 
Micro bioreactors are increasingly applied in environmental and pharmaceutical biotechnology as 
screening tools for interesting microorganisms, as innovative cultivation techniques for bioprocess 
development or as chip based biosensors.  
 
The advantage of using a hybrid micro fluidic chip composed of a glass bottom and PDMS top 
layer featuring the reactor geometries is that the integration of different online analysis is possible 
when structuring glass with electrodes e.g. made of titanium/gold or chromium/gold where the 
first metal serves as an adhesive layer (Fig. 9, B I-III). In doing so, tools for measuring the 
velocity, temperature or retention time can easily be implemented into the system. Electrodes can 
also be used for cell separation based on dielectrophoresis, in form of heating coils as integrated 
heaters or for amperometric detection of metabolites via capillary electrophoresis [13]. 
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FIGURE 9: Fabrication procedure using UV-depth lithography and soft lithography. 
 
The bioreactor (reactor volume of 50 µL) is optimized and developed to achieve both a specific 
flow characteristic as well as a selective wash out of biomass during its continuous process 
mode. The oxygen supply of the culture medium is ensured by diffusion through the gas 
permeable PDMS which is enhanced by decreasing the membrane thickness. Experimental 
investigations like measuring average retention time via electrodes and dissolved oxygen 
concentration is carried out online, whereas cell density and metabolite concentrations in growth 
medium are characterized offline with conventional analysis instruments. All experimental data 
are used to verify the simulation results done with CFD RC-ACE + (Ansys) for different inlet 
configurations and geometries of passive barrier elements. In optimized micro reactors no 
concentration gradients occur along the entire reactor width. However, there are significant 
concentration differences along the reactor length because of the design configuration similar to 
plug flow.  
 
The average retention time in different reactor geometries can be determined with micro 
structured titan/gold electrodes (50 µm wide) in the in- and outlet of the micro device shown in 
Fig 10. The measurement procedure is based on the variation in resistance between two 
electrodes (disruption/ response principle) by flushing the water filled system with a 1 % KBr 
solution at operation conditions of 1 mL/h [14].  
 

 
 

FIGURE 10: Setup for conductivity measurements in the in- and outlet of the micro bioreactor (MBR). 
 



S. Büttgenbach, A. Balck, S. Demming, C. Lesche, M. Michalzik, A. T. Al-Halhouli 

International Journal of Engineering 8 

Due to strongly hydrophobic interactions between reactor materials and cell surfaces, the used 
model organism Saccharomyces cerevisiae DSM 2155 tends to reactor wall growth resembling a 
biofilm. Due to this reason a high dilution rate up to 20 h-1 is possible. The maximum specific 
growth rate of adsorbed cells could be estimated with 0.1 h-1 in comparison to 0.32 h-1 for the 
submers cultivation in a 1 L-chemostat reactor [15]. 
 
A wide range of custom designed surface treatments exist for the modification / functionalization 
of materials such as glass and PDMS. Depending on the applied treatment cell adhesion can 
either be enhanced or avoided. To achieve cell growth in submers culture without unspecific cell 
and protein adhesion on the reactor wall materials, a surface hydrophilization would be 
advantageous [16]. 
 
4.2.2. Quartz crystal microbalance (QCM) 
In medicine and biotechnology there is an increased requirement in quantification methods for 
analytes in liquid medium. Common detection methods, which mostly depend on special labels 
for an indirect detection of an immune reaction need specialized staff, are time consuming and 
expensive [17]. A further advantage of micro systems is their small size and the resulting small 
sample volume needed. The detection with QCM occurs directly with a frequency shift Δf due to 
the mass deposition Δm of an analyte on the surface [18, 19] and does not need special markers. 
With this mass sensitive device it is possible to detect products for example of a bioreactor or a 
certain substance in a blood serum sample. [20, 21] 
 

 
 
 

FIGURE 11: Quartz crystal micro balance (QCM)-Sensor [22] 
 
In Fig. 11 the micro QCM sensor is illustrated. The resonator consists of a thin AT-cut quartz 
wafer with gold electrodes patterned on opposite sides. The electrode, which is in contact with the 
liquid, has to be coated with a detection layer especially designed to bind the analyte to be 
measured [20, 21].  
We obtain AT-cut quartz blanks with the dimension of 38.1x38.1 mm2 and a thickness of 128 µm. 
For the purpose of a sufficient mechanical stability for handling, only a part of the quartz is 
thinned down to the desired thickness, forming a thin membrane with a thick, mechanically stable 
outer ring. This is done by photolithography, etching and deposition steps [23].  
 
The quartz resonator is totally embedded in PDMS. For a permanent bonding between the quartz 
crystal microbalance, the PDMS flow cell and the PDMS bottom layer, a bonding procedure has 
been used based on combination of method C1 and C2 depicted in Fig. 9. Upon completion the 
sensor flow cell has a volume of 14 µL. 
 
4.2.3. Affinity cell 
For some applications it is advisable for an effective detection to add a purification unit as well. 
For this purpose we designed an affinity cell which consists of a PDMS reaction chamber filled 
with agarose beads (Fig. 12). The beads can be coated with a sensitive layer in the same way as 
the sensor. The beads are retained in the purification unit with a PDMS fence structure. The 
purification step works like an affinity chromatography as substances of interest are consequently 
bound to the beads while unbound substances are washed away. The purified analyte can be 
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subsequently detected with the quartz resonator with less interfering interactions from impurities 
[17]. 
 

 
 

FIGURE 12: Affinity cell [17] 
 
4.2.4. Blood separation system 
It is important for the detection of serum proteins and to prevent the microstructure from blocking, 
that the blood serum is free of blood cells. To guarantee this, special structures have been 
developed and realized in PDMS as described in [24]. 
 
4.2.5. Hydro-Gel Actuated Microvalve 
To handle different fluids needed for pre-purification and detection, special valves have to be 
used. In general blood proteins and biomolecules are very temperature sensitive so that the used 
valves may not warm during operation process. To guarantee this, valves with a pH sensitive 
hydrogel actuator were fabricated. The valve is composed of 5 PDMS layers as can be seen in 
Fig. 13. Layer 1 and 3 feature fluidic channels with height and width of 200 μm which are 
connected by a 200 µm hole in layer 2. This hole can be blocked by the expanding hydrogel 
pressing the 40 μm thick membrane (layer 4) down. The circular chamber for the hydrogel 
actuator has a diameter of 1500 μm. 
 
The hydrogel consists of the monomer 2-hydroxyethyl methacrylate (Sigma-Aldrich) and the 
copolymer acrylic acid (Sigma-Aldrich) in a 4:1 molar ratio. Ethylene glycol dimethacrylate 
(1 wt%, Sigma-Aldrich) was added as a crosslinker and Irgacure 651 (3 wt%, Sigma-Aldrich) as 
photoinitiator. Irgacure 651 is the registered name of 2,2-dimethoxy-2-phenyl acetophenone (Ciba 
Speciality Chemicals). A 5 mW UV-source with a wavelength of 366 nm was used for the 
exposure of the hydrogel through a mask in the microfluidic system. 
 

 

 
 

FIGURE 13: Schematic and Picture of PDMS valve [24, 25] 
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To open and close the micro valve, pH 1 and pH 13 standard solutions have to be pumped 
through the hydrogel chamber, respectively. In Figure 13 a dye was injected into the fluid network 
to demonstrate function of the valve. [25, 26] 
 

5. CONSLUSION 
The possibility of implementing available fabrication technologies at IMT for fabricating 
microfluidic devices using different materials has been described. Optimized processes showed 
high capability in handling several microfluidic applications under diverse conditions. This work 
highlights the advantages of micro technologies in biomedical applications. 
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ABSTRACT 

 
Over the past 2 decades, there has been tremendous progress on numerical and 
computational tools for fuel cells and energy systems based on them. The 
purpose of this work is to summarize the current status of hybrid solid oxide fuel 
cell (SOFC) cycles and identify areas that require further studies. 
 
In this review paper, a comprehensive literature survey on different types of 
SOFC hybrid systems modeling is presented. The paper has three parts. First, it 
describes the importance of the fuel cells modeling especially in SOFC hybrid 
cycles. Key features of the fuel cell models are highlighted and model selection 
criteria are explained. In the second part, the models in the open literature are 
categorized and discussed. It includes discussion on a detail example of SOFC-
gas turbine cycle model, description of early models, models with different 
objectives such as parametric analysis, comparison of configurations, exergy 
analysis, optimization, non-stationary power generation applications, transient 
and off-design analysis, thermoeconomic analysis and so on. Finally, in the last 
section, key features of selected models are summarized and suggestions for 
areas that require further studies are presented. In this paper, a hybrid cycle can 
be any combination of SOFC and gas turbine, steam turbine, coal integrated 
gasification, and application in combined heat and power cycle. 
 
Keywords: Solid Oxide Fuel Cells, SOFC, Hybrid Energy Systems, Steady State and Dynamic Modeling. 

 

1. INTRODUCTION 

We owe our sophisticated society and current standard of living to energy infrastructure 
development and its consequences in the last century. But, global climate change and natural 
resources pollution cause significant worldwide concerns about current trend in energy systems 
development. According to the World Energy Outlook published by the International Energy 
Agency (IEA) [1], the world’s total electricity consumption would be doubled between 2003 and 
2030. This report predicted that the share of fossil fuels as energy supplies for electricity 
generation will remain constant at nearly 65%. Power generation is responsible for half of the 
increase in global greenhouse gas emissions over the projection period. As a result of all these 
problems, sustainability considerations should be involved in all major energy development plans 
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all over the world. There are various definitions for sustainability. Probably the simplest one is that 
sustainable activities are the activities that help existing generation to meet their needs without 
destroying the ability of future generations to meet theirs [2]. 
 
Fuel cells are very interesting alternative for conventional power generation technologies because 
of their high efficiency and very low environmental effects. In conventional power generation 
systems, fuel should be combusted to generate heat and then heat should be converted to 
mechanical energy, before it can be used to produce electrical energy. The maximum efficiency 
that a thermal engine can achieve is when it operates at Carnot cycle. The efficiency of this cycle 
is related to the ratio of the heat source and sink absolute temperature. However, fuel cells 
operation is based on electrochemical reactions and not fuel combustion; therefore, their 
efficiency is not limited by the thermodynamics laws and Carnot cycle. Instead, their efficiency is 
limited by the ratio of released Gibbs free energy to the inlet fuel heating value. It is interesting to 
note that this maximum efficiency is equal to the Carnot efficiency calculated at the temperature 
at which the combustion is reversible [3]. Furthermore, since there is no combustion, none of the 
pollutants, commonly produced by fuel combustors, is emitted.  
 
In this review paper, a comprehensive literature survey on different types of SOFC hybrid 
systems modeling is presented. It begins with a general discussion on roles of fuel cell and SOFC 
hybrid systems modeling and importance of review papers in this field. Then, key features of the 
fuel cell models are highlighted and model selection criteria are explained. In the second part, the 
models in the open literature are categorized and discussed based on selected criteria. Finally, in 
the last section, key features of selected models are summarized and suggestions for areas that 
require further studies are presented.  
 

2. FUEL CELL MODELING 

Simulation and mathematical models are certainly helpful for development of various power 
generation technologies; however, they are probably more important for fuel cell development. 
This is due to complexity of fuel cells and systems based on them, and the difficulty in 
experimentally characterizing their internal operation. This complexity can be explained based on 
the fact that within the fuel cell, tightly coupled electrochemical reactions, electrical conduction, 
ionic conduction, and heat transfer take place simultaneously. That is why a comprehensive study 
of fuel cells needs a multidisciplinary approach. Modeling can help to understand what is really 
happening within the fuel cells [4]. 
 
Understanding the internal physics and chemistry of fuel cells are often difficult. This is because 
of great number of physical and chemical processes in the fuel cells, difficulty in independent 
controlling of the fuel cells parameters, and access limitations to inside of the fuel cells [5]. 
 
In addition, fuel cells simulation can help to focus experimental researches and to improve 
accuracy of interpolations and extrapolations of the results. Furthermore, mathematical models 
can serve as valuable tools to design and optimize fuel cell systems. On the other hand, dynamic 
models can be used to design and test fuel cell systems’ control algorithms. Finally, models can 
be developed to evaluate whether characteristics of specific type of fuel cell can meet the 
requirements of an application and its cost-effectiveness [4]. 
 
Due to its importance, in the past 2 decades there has been tremendous progress on numerical 
and computational tools for fuel cells and energy systems based on them, and virtually unlimited 
number of papers has been published on fuel cells modeling and simulation. With this large 
amount of literature, it is very difficult to keep track of the developments in the field. This problem 
can be intensified for new researchers as they can be easily overwhelmed by this sheer volume 
of resources. As such, review papers can be very useful. That is why there have been many 
review papers on modeling of different types of fuel cells especially for modeling and simulation of 
Proton Exchange Membrane Fuel Cells (PEMFC) [6, 7, 8, 9, 10, 11], Solid Oxide Fuel Cells 
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(SOFC) [10, 11, 12, 13, 14] and to a lesser extent, Molten Carbonate Fuel Cells (MCFC) [15]. In 
addition, review papers can be helpful to summarize the current status of global research efforts 
so that unresolved problems can be identified and addressed in future works. 
 

3. SOFC HYBRID CYCLES 

Among different types of fuel cells, high temperature fuel cells, namely, SOFC and MCFC, are 
very interesting. Because of high operating temperature, their application can lead to some 
advantages, such as: 
 

 ability to incorporate bottoming cycles to generate further power from high temperature 
exhaust stream, 

 ability to reform hydrocarbons which results in fuel flexibility, 

 capability to consume CO as fuel, 

 no need for noble metal, such as platinum, as electro-catalysts, 
 
And in case of SOFC: 
 

 high oxide-ion conductivity, 

 high energy conversion efficiency due to high rate of reaction kinetics 

 solid electrolyte and existence of only solid and gas phases result in:  
 simplicity in concept,  
 ability to be casted into various shapes (that is why wide range of cell and stack 

geometries have been proposed for SOFC),  
 accurate and appropriate design of the three-phase boundary, 
 no electrolyte management constraints. 
 

In a fuel cell hybrid cycle both SOFC and MCFC can be utilized in fuel cell part, but the focus of 
this paper is only on SOFC hybrid cycles. An excellent historical and technical review of SOFCs 
can be found in [16], and also in [17, 18, 19, 20]. Moreover, Dokiya [21] studied materials and 
fabrication technologies deployed for manufacturing of different cell components, investigated the 
performance of the fuel cells manufactured using these materials, and reviewed efforts to reduce 
fuel cell costs. 
 
As mentioned, high temperature of fuel cell product provides very good opportunity for hybrid high 
temperature fuel cell systems especially for distributed generation (DG). Rajashekara [22] 
classified the hybrid fuel-cell systems as Type-1 and Type-2 systems. They are mainly suited for 
combined cycles power generation and backup or peak shaving power systems, respectively. An 
example of Type–1 hybrid systems is hybrid fuel cell and GT cycle, where high temperature of 
fuel cell off-gas is used in GT to increase the efficiency of combined system. Another example of 
this type of combined cycle is designs that combine different fuel cell technologies. Examples of 
Type–2 hybrid systems are designs that combine a fuel cell with wind or solar power generation 
systems which integrate the operating characteristics of the individual units, such as their 
availability of power. 
  

By definition, proposed by Winkler et al. [23], any combination of a fuel cell and a heat engine 

can be considered as fuel cell hybrid system. In these combinations, the heat energy of the fuel 
cell off-gas is used to generate further electricity in the heat engine. Here, we extend this 
definition to include combined heat and power systems to make this review paper extensive and 
exhaustive. Therefore, in this paper, a hybrid cycle can be any combination of SOFC and gas 
turbine (GT), steam and gas turbine combined cycle (CC), steam turbine, coal integrated 
gasification (IG), and integrated gasification combined cycle (IGCC) and application in combined 
heat and power (CHP) cycle.  
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In Type–1 hybrid systems, if the fuel cell is operated at atmospheric pressure, the exhaust gases 
can be passed through series of heat exchangers to generate either hot water and low-pressure 
steam for industrial applications [24] or high-pressure steam for a Rankine power plant. The latter 
scheme was proposed as early as 1990 [25].  
 
The fuel cell may also operate at high pressure. In this case, the pressurized hot combustion 
gases exiting combustor at the bottom of SOFC can be used to drive a gas turbine with or without 
a bottoming steam cycle. This scheme was proposed in 1991 [26]. 
 
Among the various hybrid schemes proposed for pressurized fuel cells, probably SOFC-GT 
hybrid cycles are the most popular systems being studied theoretically and the only one being 
studied experimentally. There are two main designs to combine SOFC and GT. The difference 
between these designs is how they extract heat from fuel cell exhaust. In the first design, fuel cell 
off-gas directly passes through GT. That means the gas turbine combustor is replaced by the fuel 
cell stack. But in the second scheme, the fuel cell off-gas passes through high temperature 
recuperator which, in fact, replaces the combustor of the gas turbine cycle [27].  
 
From operational point of view, these designs are distinguished by the operating pressure of the 
fuel cell. Their operating pressure is equal to operating pressure of the gas turbine and slightly 
above atmospheric pressure, respectively. It should be mentioned that in all cases a steam cycle 
[28] and CHP plants can be integrated to the hybrid system to recover more energy from exhaust. 
 
So far, to the authors’ best knowledge, there have been three proof-of-concept and 
demonstration SOFC-GT power plants installed in the world. Siemens claimed that it successfully 
demonstrated its pressurised SOFC-GT hybrid system and has two units; a 220 kW at the 
University of California, Irvine and a 300 kW unit in Pittsburgh [29, 30]. Also, in 2006 Mitsubishi 
Heavy Industries, Ltd. (MHI, Japan) claimed that it succeeded in verification testing of a 75 kW 
SOFC-MGT hybrid cycle [31]. 
 
As mentioned, although both SOFC and MCFC can be used in hybrid cycle, due to the cell 
reactions and the molten nature of the electrolyte and lower efficiency of MCFC [32] vast majority 
of research in this field are in SOFC hybrid cycles. There are some steady state [33, 34, 35, 36] 
and dynamic [37] modeling on the hybrid MCFC-GT cycles. However, the number of papers and 
diversity of such are not comparable with papers on SOFC hybrid cycle modeling.  
 
The complex nature of interaction between the already complicated fuel cell and bottoming cycle 
make simulation and modeling an essential tool for researchers in this field. In the next section 
the ways to categorize SOFC hybrid cycles will be discussed. 

 

4. SOFC HYBRID SYSTEMS MODELING CATEGORIZATION 

Haraldsson and Wipke [7] summarized the key features of the fuel cells models as follows: 
 

 modeling approach (theoretical, semi-empirical)  

 model state (steady state, transient)  

 system boundary (atomic/molecular, cell, stack, and system)  

 spatial dimension (zero to three dimensions) 

 complexity/details (electrochemical, thermodynamic, fluid dynamic relationships) 

 speed, accuracy, and flexibility 

 source code (open, proprietary) 

 graphical representation of model 

 library of models, components, and thermodynamic properties 

 validation 
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Although they provided this for PEMFC, it could be equally applied for SOFC modeling. They 
described the approach of a model as being either theoretical (mechanistic) or semi-empirical. 
The mechanistic models are based upon electrochemical, thermodynamic, and fluid dynamic 
relationships, whereas, the semi-empirical models use experimental data to predict system 
behaviors. 
 
The state of the model, either steady state or transient, shows whether the model can simulate 
system only at single operating condition or it can be used in dynamic conditions, including start-
up, shut-down and load changes, too.  
 
Spatial dimension of a model can be zero to three dimensions. Zero-dimension models only 
consider current-voltage (I-V) curves whereas mechanistic approaches that address governing 
laws including mass, momentum, and energy balances, and the electrochemical reactions need 
the explicit treatment of geometry [38]. This will be explained in detail later on. 
 
It is noteworthy that the novel central part of the hybrid system is SOFC, so the categorization is 
mainly based on this component, although well established bottoming cycle can be considered as 
well.   
 
Singhal and Kendall [16] categorized the resolution of SOFC models in four levels: 
atomic/molecular, cell, stack, and system. As Singhal and Kendall pointed out, “the appropriate 
level of modeling resolution and approach depended upon the objectives of the modeling 
exercise”. For instance, recommended approach for IEA Annex 42, model specifications for a fuel 
cell cogeneration device, was system level approach. Because the Annex 42 cogeneration 
models included the models of associated plant components, such as hot-water storage, peak-
load boilers and heaters, pumps, fans, and heat exchangers. In addition, the systems models 
should be able to couple to the building models. These models simulate the building to predict its 
thermal and electrical demands [38]. 
 
On the other hand, the models can be categorized based on their SOFC type rather than 
modeling approach. For instance, 
 

 Fuel cell type : 

 Planar  

 Tubular 

 Monolithic (MSOFC) 

 Integrated Planar (IP-SOFC) 
 Cell and stack design (anode-, cathode-, electrolyte-supported and co-, cross-, and 

counter- flow types)  
 Temperature level:  

 Low temperature (LT-SOFC, 500–650 ̊ C)  

 Intermediate temperature (IT-SOFC, 650–800 ̊ C)  

 High temperature (HT-SOFC, 800–1000 ̊ C) 
 Fuel reforming type  

 External steam reforming 

 Internal steam reforming 

 Partial oxidation (POX) 
 Anode recirculation 
 Fuel type 

 
They can even be categorized by the cycles that used to form hybrid system with SOFC, such as 
GT, CC, IGCC, and CHP. Alternatively, purpose of the modeling like parametric sensitivity 
analysis, optimization, exergy analysis, economical analysis, configuration analysis, feasibility 
studies, partial load and transient conditions analysis can be considered for categorizing SOFC 
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hybrid models. In this review, we will categorize and explain papers based on one of the 
aforementioned categories whenever appropriate. 
 
Table 1 categorizes some of the papers in the open literature based on the criteria discussed in 
this section. In this table, the purposes of the papers are divided into parametric, configuration, 
partial load, optimization, and economical analysis. They can be identified based on the 
intersection of rows and columns. Also, the system or cycle which combined with SOFC to form 
hybrid cycle can be identified by shape of each icon. For example, square represents SOFC-GT 
hybrid cycle. Line type and color of each icon are used to recognize the number of geometrical 
axes through which the flow parameters vary and time dependency of the model, respectively. 
For instance, a black circle with solid line represents SOFC-CHP steady state 0-D model. Finally, 
the direction of the shading shows fuel cell type, i.e., tubular or planar. 
 
There are a few points about this table that should be mentioned. First, when spatial dimension of 
model is not mentioned in the paper, it is shown in solid line (similar to 0-D model). Also, papers 
concerning feasibility study and conceptual design are considered as configuration analysis. 
Monolithic SOFC (MSOFC) and integrated planar solid oxide fuel cell (IP-SOFC) are considered 
as planar and tubular fuel cells, respectively.  

 

 
Parametric 

analysis 
Configuration 

analysis 
Partial load Optimization Economical 

analysis 

Parametric 
analysis 

 

 

 GT               Shades: 
 Steam Turbine            Tubular 
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Configuration 
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Economical 
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TABLE 1: Categorization of sample papers in the open literature 

 
1. Roberts et al. [27] and Mueller et al. 

[102] 

2. Song et al. [32] 

3. Harvey and Richter [52],[54] 

4. Suther et al. [46] and Zabihian et al. 

[119] 

5. Palsson et al. [56] 

6. Chan et al. [57],[58] 

7. Calise et al. [59],[79].[116] 

8. Stiller et al. [60] 

9. Selimovic and Palsson [61] 

10. Magistri et al. [62] 
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11. Granovskii et al. [63],[77],[80] 

12. Pangalis et al. [65] and Cunnel et al. [66] 

13. Kuchonthara et al. [67],[69] 

14. Tanaka et al [68] 

15. Lundbergm et al. [70] 

16. Rao and Samuelsen [72] 

17. Song et al. [73] 

18. Möller et al. [75] 

19. Riensche et al. [81] 

20. Franzoni et al. [83] 

21. Massardo et al. [84] 

22. Inui et al. [85] 

23. Campanari and Chiesa [86] 

24. Lobachyov and Richter [88] 

25. Kivisaari et al. [89] 

26. Kuchonthara et al. [90] 

27. Van Herle et al. [93] 

28. Braun et al. [97] 

29. Winkler and Lorenz [98] 

30. Steffen et al. [99] and Freeh et al. [100] 

31. Costamagna et al. [101] 

32. Stiller et al. [104],[105],[110] 

33. Chan et al. [107] 

34. Zhang et al. [108] 

35. Zhu and Tomsovic [109] 

36. Kemm et al. [111] 

37. Lin and Hong [112] 

38. Riensche et al. [113],[114] 

39. Fontell et al. [115] 

 

5. MODELING STEPS 

Before starting modeling of a hybrid system, it is very important to define what the purpose of 
desired model is and then to determine the key features of the model. The best modeling 
approach and the characteristics of the model depend on the application. Although this is a vital 
step, there is high tendency to be oversight. After finalizing these criteria, details of the model can 
be identified [7]. 
 
Similar to modeling of other thermal systems, the first step in the modeling of a SOFC hybrid 
system is to understand the system and translate it into mathematical equations and statements. 
The common steps for model development are as follows: 
 

 specifying a control volume around desired system,  

 writing general laws (including conservation of mass, energy, and momentum; second 
law of thermodynamics; charge balance; and so on), 

 specifying boundary and initial conditions, 

 solving governing equations by considering boundary and initial conditions (analytical or 
numerical solution), 

 validating the model. 
 
Although fuel cell simulation is a three dimensional and time dependent problem, by proper 
assumptions it can be simplified to a steady state, 2-D, 1-D, or 0-D problem for different 
applications and objectives [12]. 
 
As it will be shown later on, most of the SOFC hybrid system simulations in the open literature are 
0-D models. In this type of modeling, series of mathematical formulations are utilized to define 
output variables based on input ones. In this approach, fuel cell is treated as a dimensionless box 
and that is why some authors referred it as box modeling. Despite the large numbers of 
assumptions and simplifications in this method, it is useful to analyze the effects of various 
operational parameters on the cycles overall performance, perform sensitivity analysis, and 
compare different configurations. 
 
When the objective of modeling is to investigate the inner working of SOFC, 0-D approach is not 
appropriate. However, for hybrid SOFC system simulation, where emphasize is placed on 
interaction of fuel cell and rest of the system and how fuel cell can affect the overall performance 
of the system, this approach can be suitable.  
 
In this level of system modeling, there are variety of assumptions and simplifications. For 
instance, Winkler et al. [23] developed a hybrid fuel cell cycle and assumed that the fuel cell was 
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operated reversibly, representing any fuel cell type, and the heat engine was a Carnot cycle, 
representing any heat engine.  
 
Different software and programming languages have been used in hybrid SOFC systems 
simulation. Since there is no commercially available model for SOFC stack, all modelers should 
prepare their own model with appropriate details and assumptions. Therefore, from this point of 
view, what differentiates models is how they simulate the other components of the system. 
Generally, they can be divided into two categories. In the first approach, whole models can be 
developed in programming languages such as Fortran or high level software such as 
MATLAB/Simulink

®
 platform to solve governing equations of the system. In the second approach, 

the modelers can take advantage of commercial software such as Aspen Plus
®
 to model 

conventional components of the cycle. These approaches will be discussed in detail later on. 
 
Due to the nature of numerical modeling, its results should be used carefully. In every modeling, 
the physical realities of the system should be translated into mathematical equations and solution 
of these equations is used to express behavior of the system. In case of fuel cells, the physical 
realities are extremely complex and some of which are completely unknown. Therefore, in order 
to extract these governing equations, high level of assumptions and simplifications should be 
considered which in turn introduce inaccuracy to the final results. This means fuel cell models are 
a “simplified representation of real physics” and even with appropriate validation accuracy of their 
results cannot be guaranteed [14]. 
 
For instance, one should be aware of the possible problems that can arise when local equations 
are considered as global. Bove et al. [39] highlighted such problem in their paper. They described 
the main problem of using 0-D approach for modeling was the negligence of variation in the fuel, 
air, and exhaust gas compositions through the fuel cell. As a consequence of this problem, when 
the inlet, outlet or an average value of the gas composition was used in the modeling, different 
results could be obtained. In particular, it was shown that it was impossible to evaluate effects of 
fuel utilization variation through the fuel cell when inlet gas composition was considered. On the 
other hand, considering output streams composition could result in underestimating cell voltage 
and power output.  
 
However, Magistri et al. [40] studied simplified versus detailed SOFC models and how this 
affected the predictions of the design-point performance of the hybrid systems. They emphasized 
the usefulness of the simplified model for hybrid system design and off-design analysis and 
detailed model for complete description of the SOFC internal behavior. More discussion and 
examples on this issue can be found in section “2-Dimentional models”. 
 
Judkoff and Neymark [41] classified the sources of simulation errors into three groups (these 
were provided for building simulation programs, but they were equally applicable to SOFC hybrid 
systems simulation): 
 

 Errors introduced due to assumptions and simplifications,  

 Errors or inaccuracies in solving mathematical equations,  

 Coding errors.  
 
They also proposed a pragmatic, three-step approach to identify these errors. In the first 
approach, comparative testing, the results of the model should be compared with the results of 
other models for the same problem with the similar initial and boundary conditions. If the results 
of the models match with acceptable error, it means the implementations are acceptable. 
However, this does not guarantee the correctness of the results because they all can be 
incorrect. In the second approach, analytical validation, the results of the model for a simple case 
are compared with the results of available analytical solution. Finally, in empirical validation the 
results of the simulation are compared with real data from the actual system under laboratory or 
field conditions. 
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Finally, the validation of a model is important because a model must be validated to be a credible 
tool. Appropriate data are needed for validation. With limited resources, this can be difficult 
because most data cannot be found in the open literature. Although performance data from an 
entire hybrid power generation systems are usually proprietary and are not available in the 
literature, this information from single system is easier to find. Therefore, a way to resolve the 
problem of limited performance data is to develop and validate well defined sub-system models, 
and then integrate them to have a complete model of a large hybrid power generation system. 
 
Although SOFC is considered as the heart of these hybrid cycles, its detailed mathematical 
modeling and simulation methodology is not included in this review. The focus here is on the 
evaluation of overall system performance and not its components performance. One can refer to 
references [10, 11, 12, 13, 14] for review papers on SOFC modeling. In addition, some good 
examples of such simulations can be found in [42, 43] for steady state and [44, 45] for transient 
and dynamic modeling. 
 

6. A DETAILED EXAMPLE OF SOFC-GT HYBRID CYCLE 

The purpose of this section is to explain the general steps discussed earlier in the context of a 
real example from the open literature. Suther et al. [46] developed a steady state thermodynamic 
model of a hybrid SOFC-GT cycle using a commercial process simulation software Aspen Plus

®
. 

Their hybrid cycle model incorporated a 0-D macro level SOFC model. As noted, there is no built-
in SOFC model available in this software. Therefore, they first developed 0-D model of a SOFC 
stack using Fortran programming language as user defined model in Aspen Plus

®
. 

 
Aspen Plus

®
 is a computerized process simulation tool that can be used for realistic steady state 

simulation of thermodynamic cycles. In this software, built-in and user defined models can be 
connected with material, work, and heat streams to form a model of an actual system [47].The 
user defined models can be created using Fortran, Aspen Custom Modeler

®
, or Microsoft Excel

®
. 

There are various physical property models that can be selected for the flow sheet calculations 
[47]. One of the inherent characteristic of Aspen Plus

®
 is its sequential modular approach to 

modeling. That means each component, either built-in or user defined models, is treated 
independently and calculation results for each block are considered the input for the next block 
[39].  
 
Therefore, the model was consisted of two main parts; the cycle model with various equipments 
and the SOFC model. The cycle model included all required system equipments such as fuel 
reformer, compressors, combustor, heat exchangers, mixing chambers, pump and the fuel cell 
stack which were linked together with material and energy streams. The SOFC stack model was 
developed using fundamental equations of thermodynamics, chemical reactions, and 
electrochemistry. For chemical reactions, they assumed three reactions taking place within the 
SOFC: reaction of H2 with O2 forming H2O, methane steam-reforming reaction, CO shift reaction. 
They used electrochemical calculations to estimate the power output of SOFC. In order to 
estimate actual operating voltage of the SOFC, the open-circuit voltage was first calculated, and 
then the three overpotentials (losses) namely, the activation, ohmic, and concentration losses 
were deducted. The thermodynamics equations were also applied to estimate the heat output 
from the stack and the outlet temperature.  
 
The model constants were determined by using the data from Siemens-Westinghouse SOFC 
systems [29, 30] as well as considering the ranges available in the literature. As a last step for 
stack modeling, the model was validated using experimental data from Siemens Westinghouse 
SOFC [29, 30]. They found that the model fitted the data well especially at medium and high 
current densities. After integrating all equipments, they were able to investigate two 
configurations with the same model: with the anode exhaust recirculation and with the heat 
recovery steam generator, both for maintaining the steam-to-carbon ratio of the reformer. They 
carried out parametric study using this hybrid model. The results will be explained later on. 
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Next section will highlight very early modeling experience on SOFC hybrid cycles in the open 
literature. 
 

7. EARLY MODELS 

The SOFC development has started in the late 1950s, the longest continuous development 
period among various types of fuel cells [4]. However, it was not until the mid 1980s that results of 
first simple SOFC models were published in the open literature. For SOFC hybrid cycle, the first 
papers were being published in early 1990s. 
 
Dunbar and Gaggioli have been considered as pioneers in the field of SOFC modeling and their 
integration with Rankine cycle. They published their first paper on the results of mathematical 
modeling of the performance of solid electrolyte fuel cells as early as 1988 [48]. In 1990 [25], they 
proposed integrating SOFC units into a conventional Rankine steam cycle power plant. That 
study revealed significant efficiency increase, up to 62%, compared to the maximum conventional 
plant efficiency of about 42% in those days [25]. They found that the main reason for this 
efficiency improvement was higher exergetic efficiency of SOFC as contrasted with the 
combustion process in conventional fossil fuel fired power plants [49]. They also investigated [50] 
the exergetic effects of the major plant components as a function of fuel cell unit size. The results 
showed that specific fuel consumption might be reduced by as much as 32% in hybrid cycle. 
 
Harvey and Richter, who proposed a hybrid thermodynamic cycle combining a gas turbine and a 
fuel cell, are the pioneers in this area. Harvey et al. [51] first proposed the idea in 1993 by 
conducting one of the earliest modeling works in SOFC-GT hybrid cycle. They developed a model 
[52] to simulate monolithic SOFC (MSOFC) combined with intercooled GT in Aspen Plus

®
 and a 

fuel cell simulator developed by Argonne National Laboratory [53]. They found that for a power 

plant with net electricity generation of 100 MW, about 61 MW were produced by the SOFC with 

the thermal efficiency of 77.7% (lower heating value, LHV). In addition their second law analysis 
noted the large exergy destruction in SOFC, combustor, and air mixer. They concluded that 
internal reforming could improve both system efficiency and its simplicity. 
 
In their following paper [54], they improved the model by incorporating internal reformer to the 
cycle and taking into account all major cycle overpotentials. This time the cycle efficiency was 
68%. Moreover, they noted that the system efficiency increased with cycle pressure. They 
determined that maximum efficiency could be achieved at system operating pressure equal to 15 
bar while satisfying the system constraints. They also compared efficiency of cycle with internal 
and external reforming and surprisingly found that their efficiencies were almost identical. The 
thermodynamics second law analysis showed that exergy destructions in internal reforming cycle 
were marginally higher than those of external reforming cycle (275 versus 273 MJ/s). 
 
For the successful integration of the SOFCs with other power generating technologies such as 
gas turbines, models that can accurately address steady state and dynamic behavior of systems 
with different configurations, optimization, fluctuating power demands and techno-economic 
evaluation are required. In the next sections, models that addressed these objectives will be 
discussed. 
 

8. PARAMETRIC STUDIES 

One of the primary aims of any system simulation is to evaluate the effects of various parameters 
on system performance. By doing so, the most influential parameters can be identified. In turn, 
these parameters should be considered for system optimization within system constraints.  
 



Farshid Zabihian, Alan Fung 

 

International Journal of Engineering (IJE), Volume (3) : Issue (2)         95 
 

The curves in Figure 1 are presented to quickly summarize the results of these parametric studies 
in the literature. For instance, if a performance parameter is linearly increasing, Curve 2 will be 
referred to describe the trend [55].  
 
 

 
FIGURE 1: Performance parameter symbolic curves [55]. 

 
The first study to be reviewed in this section is presented by Suther et al. [46]. The model has 
already been explained in “A detailed example of SOFC-GT hybrid cycle” section. They studied 
the effects of system pressure, SOFC operating temperature, turbine inlet temperature (TIT), 
steam-to-carbon ratio (SCR), SOFC fuel utilization factor, and GT isentropic efficiency on the 
specific work output and efficiency of two generic hybrid cycles with and without anode off-gas 
recirculation. 
 
They chose specific work output (actual work divided by air mass flow rate) and cycle efficiency 
as two main performance parameters. The high specific work output was preferred because it 
meant lower air flow rate was required for the same system power output, which translated into 
smaller equipments.  
 
They found cycle specific work and thermal efficiency with respect to system parameters to follow 
curves in Figure 1 as follows: 
 

 Specific work and efficiency with respect to system pressure followed Curve 4 and Curve 
5 for system with anode off-gas recirculation and Curve 4 and Curve 2 for system without 
anode off-gas recirculation, respectively. 

 Specific work and efficiency with respect to SOFC operating temperature followed Curve 
3 and Curve 2, respectively, for both systems with and without anode off-gas 
recirculation. 

 Specific work and efficiency with respect to TIT followed Curve 2 and Curve 3, 
respectively, for both configurations. 

 Specific work and efficiency with respect to SOFC current density followed Curve 3 for 
both configurations. 

 Specific work and efficiency with respect to SCR followed Curve 2 and Curve 3, 
respectively, for both configurations. 

 Specific work and efficiency with respect to SOFC fuel utilization factor followed Curve 5 
and Curve 2 or 3 (depending on GT isentropic efficiency), respectively, for both 
configurations. 

 
The results showed that the cycle efficiencies with and without anode off-gas recirculation were 
very close with variation in many of the system parameters. 
 
Palsson et al. [56] developed a steady state model for a combined SOFC-GT system featuring 
external pre-reforming and recirculation of anode gases in Apsen Plus

®
 by using their SOFC 
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model as a user defined unit and other components modeled as standard unit operation models. 
In order to model SOFC, they used 2-D model of planar electrolyte-supported SOFC.  
 
The finite volume method was used to discretize cell geometry by considering resistance and 
activation polarisation. Their system size was 500 kW because they believed this was proper size 
for demonstration and market entry purposes. It should be noted that they added primary fuel to 
increase TIT but they maintained fuel flow to the system constant. Furthermore, in order to 
provide heat for district heating system, they added a cooler to cycle exhaust stream. This simple 
cooler limited the exhaust temperature to a specific value (80 ºC). They studied various system 
parameters, including the electrical efficiency, specific work, TIT, and SOFC temperature with 
respect to the pressure ratio. Their sensitivity studies revealed that these parameters varied 
according to Curve 6, Curve 4, Curve 2, and Curve 1, respectively. Moreover, the electrical 
efficiency and SOFC temperature varied with respect to the cycle inlet air flow rate according to 
Curve 3 and Curve 2, respectively. They found that increasing TIT did not improve system 
efficiency and specific work. Because in order to increase TIT, more fuel should be combusted at 
GT combustion chamber, thus less fuel remained to be consumed in SOFC unit. Their analysis 
showed that system operating pressure had great impact on hybrid system performance. At lower 
pressure ratios (PRs), the efficiency increased slightly to an optimum point and then sharply 
decreased for higher PRs. A maximum efficiency of 65% could be achieved at a pressure ratio of 
2. At this point the GT output was almost zero; therefore, this efficiency was equal to SOFC 
efficiency. The slight improvement in system efficiency stemmed in increased efficiency of SOFC. 
At higher PRs, more power output from the gas turbine and less from the SOFC decreased 
system overall efficiency. In addition, they pointed out that cell voltage had no impact on system 
performance. Similarly, they investigated the performance improvement of the system when the 
intercooling of air compressor and gas turbine reheat were added and found that their application 
would not be worthwhile because of their relatively small impact, particularly for the reheat case. 
 
The discrepancy between the results of Suther et al. [46] and Palsson et al. [56] is due to the 
different control strategies of the two systems. In the former, the fuel flow was kept constant when 
varying the system operating pressure. But in latter, as mentioned earlier in this section, although 
the total fuel flow rate was held constant, part of this fuel fed to the gas turbine combustor to 
sustain the turbine exhaust temperature in specified range. Therefore, in the case of Palsson et 
al. [56], at high system operating pressures more fuel combusted in the GT combustor resulting in 
more work to be generated in GT at lower efficiency, which in turn lowered cycle overall 
efficiency. 
 
Chan et al. [57, 58] developed a model of simple SOFC-GT-CHP power system and performed 
the first law of thermodynamics energy analysis on the model. Their model achieved electrical 
and total efficiencies of over 62% and 83%, respectively. Then, they investigated the effects of 
system operating pressure and fuel flow rate on the system overall performance. They showed 
that system efficiency with respect to pressure and fuel flow rate followed Curve 2 and 3, 
respectively. Their results and Palsson et al. [56] results do not show the same trend. The reason 
is similar to what was explained in previous paragraph.  
 
Calise et al. [59] investigated the impacts of current density, system operating pressure, fuel-to-
oxygen ratio, water-to-methane ratio, and fuel utilization factor on the electrical efficiency of a 
hybrid SOFC-GT system and found the electrical efficiency to follow Curve 3, Curve 4, Curve 4, 
Curve 1, and Curve 2, respectively, when varying these parameters. They also showed that 
increasing the fuel utilization factor of SOFC could slightly improve cycle performance. In contrast 
with the fuel utilization factor, the effect of SCR was not favorable. It was stated that this was as a 
results of more energy being used to generate steam in heat recovery steam generator and less 
energy for power generation. These results are in agreement with Suther et al. [46] results. 
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9. 2-DIMENSIONAL MODELS 

As noted earlier, one method to categorize SOFC models is based on the number of geometrical 
axes through which the flow parameters vary, namely,  0-D, 1-D, 2-D, or 3-D models. It should be 
noted that, in this review, dimension of the model is defined by SOFC model dimension not the 
other components. Due to the objective and complexity of hybrid SOFC cycle modeling, most of 
the simulations in the open literature were 0-D. However, there are some papers that used multi-
dimensional approach to model SOFC stack such as Palsson et al. [56] which was discussed 
previously and Stiller et al. [60] which will be explained later on. In this section, one example of 
such models will be reviewed. 
 
Song et al. [32] developed a model to evaluate the impacts of system parameters on the 
performance of the hybrid tubular SOFC-micro gas turbine (MGT) system. They used quasi-two 
dimensional approach in their model. In this approach, in order to achieve a two-dimensional 
model, fuel cell was discretized into number of one-dimensional sections and they were 
dynamically coupled (input of i

th
 section = output of (i−1)

th
 section) [14], as shown in Figure 2.  To 

implement this approach, they divided the fuel cell tubes into segments, considering control 
volumes around air and fuel streams for each segment. For each control volume, heat and mass 
transfer, electrochemical reactions, reforming, and steam shifting were considered. The heat 
transfer was assumed to be in the longitudinal direction through the walls that separate the 
streams. In addition, the mass transfer and electrochemical reactions were considered in the 
longitudinal and perpendicular direction, respectively.  
 
 

 
FIGURE 2: Tubular SOFC discretization along longitudinal direction for quasi-two dimensional model [32]. 

 
The most important parameter influencing the accuracy of this approach was proper selection of 
the number of segments along the longitudinal direction of the SOFC tubes. It was shown that the 
distributions of cell temperature along the longitudinal direction tended to converge to a specific 
pattern when the number of segments increased. This, again, shows the importance of 
reasonable and accurate assumptions, in this case the number of geometrical axes through 
which the flow parameters vary. For instance, in the lumped model (when the number of 
segments is equal to one) the mean value of cell temperature was underestimated in comparison 
to the converged quasi -2-D model (about 900 ̊C vs. 930 ̊C). Also, in the lumped model the 
temperature difference along the length of the SOFC (74.1 ̊C) was neglected.  
 
Furthermore, they evaluated and compared system performance for different configurations, 
including co- and counter-flow SOFC, systems with and without pre-reformer, and various 
catalyst densities of reformer. They found that, for instance, although flow direction did not have 
significant impact on SOFC efficiency, the hybrid system efficiency for co-flow SOFC was higher 
than that of counter-flow SOFC (about 60% vs. 58%). As a result, they concluded that the system 
configuration and its component characteristics could significantly influence hybrid system 
performance. 
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10.   MODELS FOR COMPARISON OF CONFIGURATIONS 

As stated, an important objective of hybrid SOFC systems modeling is to predict system 
performance for different configurations. There have been huge number of proposed hybrid 
SOFC systems in the open literature that combined SOFC stacks with heat exchangers, 
compressors, GTs, pre-reformers, mixers, heat recovery steam generators (HRSGs), CO2 
capture, combustors and so on (such as Campanari et al. [28]). However, there have been no 
universally accepted configuration(s) yet and scientists are still trying to propose innovative cycles 
for the SOFC hybrid systems. In this section, various configurations proposed in the open 
literature for stack and equipments will be reviewed. 
 
Stiller et al. [60] developed 2-D planar and 1-D tubular SOFC models to simulate SOFC-GT 
hybrid cycle.  They investigated effects of different parameters such as pressure ratio, air inlet 
temperature and so on to compare performance of two cycles. It was shown that hybrid systems 
could achieve efficiencies above 65% with both planar and tubular SOFC. The main difference 
between the planar and the tubular SOFC cycles was the internal pre-heating of the air in the 
tubular system which allowed a lower air inlet temperature to the stack. This reduced the amount 
of required high temperature heating in the pre-heating. This effect was compensated by lower 
efficiency of the tubular fuel cell stack, due to its higher ohmic loss. 
 
Selimovic and Palsson [61] investigated the effect of networked SOFC stacks, i.e., using two 
smaller stacks in series (in terms of fuel and air flow) instead of conventional one stage stack. 
They used same model as [56], with minor modifications. They showed that for a stand-alone 
SOFC, fuelled by hydrogen or 30% pre-reformed methane, dividing the single stage stack into 
two smaller stacks in series (staged stacks) increased the power output by 2.7% and 0.6%, 
respectively. The reason stemmed in increased uniformity of current density in staged system. 
Then, they examined SOFC-GT hybrid cycle fuelled by natural gas (NG) for two options, both the 
air and fuel stream in series (network A) or only the fuel stream in series and air stream divided 
(network B). The results signified that there was 4.7% points performance improvement in 
network A, whereas efficiency was reduced by 1.5% points for network B. They concluded that for 
relatively small stacks, networked stacks could reduce cooling demand of the cells, so they were 
preferred. 
 
Magistri et al. [62] developed a model to investigate the performance of a hybrid system 
consisting of integrated planar SOFC (IP-SOFC), GT, and district heating. They found that overall 
efficiency of atmospheric hybrid system was 10% lower than that of pressurized system. 
 
In 2007, Granovskii et al. [63] presented results of their simulation of combined SOFC–GT 
system for two possible configurations to provide required steam-to-methane ratio (in all cases 
higher than 2 [64]), cycle with anode exhaust recirculation and cycle with HRSG for steam 
generation. They also added a Rankine steam cycle at the bottom of GT for the configuration with 
anode exhaust recirculation. They preformed energy and exergy analysis on the models and 
determined that the suitability of these schemes depended on the application of the power 
generation system. For example, although configuration with anode off-gas recycle had higher 
exergy and energy efficiencies, the other scheme was associated with a higher power generation 
capacity. 
 
Pangalis et al. [65] and Cunnel et al. [66] modeled and compared six different configurations of 
hybrid SOFC-GT systems by considering variety of features in each system, including 
combustion chamber, recuperator, intercooler, and reheat SOFC stack. They showed that both 
thermal efficiency and net specific power versus compression ratio for most of the configurations 
followed Curve 4. They found that the optimal configuration in terms of efficiency could be 
achieved when GT with intercooler and recuperator were integrated to primary SOFC (ahead of 
the combustor) and reheat SOFC (between high- and low- pressure GT) with efficiency of 76%. 
Also, they showed that in configuration with intercooler and recuperator integrated to primary 
SOFC, the net specific power was maximized. Again, they concluded that the most important 
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factor for selecting hybrid SOFC system configuration was the application of power plant. For 
example, recuperated GT with SOFC ahead of combustor with thermal efficiency of 64% at 
relatively low pressure ratio of 14 and the specific power of 520 kW/kg was probably the most 
suitable configuration for small and medium scale power generation.  
 
Kuchonthara et al. [67] developed their hybrid SOFC model by writing a Fortran code for SOFC 
and running it in Aspen Plus

®
. They conducted a parametric analysis on two hybrid SOFC system 

configurations: hybrid SOFC-GT with heat recuperation (HR) system and hybrid SOFC-GT with 
heat and steam recuperation (HSR) system. In the former, heat from the GT exhaust was 
recovered by an air preheating system whereas, in latter, an air preheating system and a HRSG 
were used for this purpose. In HSR system, in order to increase net mass flow and power output 
of GT, the generated steam was directly injected into the combustor. They found that GT power 
output and system overall thermal efficiency were higher in HSR configuration, due to higher 
energy recuperation rate in this configuration. Also, they illustrated that higher pressure ratios 
increased the synergetic effect of steam recuperation. Furthermore, their parametric analysis 
showed that the SOFC work, GT work, TIT, and thermal efficiency with respect to the SOFC fuel 
utilization factor varied according to Curve 2, Curve 3, Curve 3, and Curve 4, respectively. Also, 
the cycle specific work and thermal efficiency with respect to the TIT followed Curve 5 and Curve 
6, respectively. 
 
They evaluated the overall efficiency of the cycle against TIT for different pressure ratios (PRs). 
They found that, at low TITs, the thermal efficiency decreased when pressure ratio increased.  
This was due to lower fuel utilization factor in SOFC for higher PRs. In contrast, higher PRs led to 
thermal efficiency improvement at high TITs due to larger GT power output. It seemed that their 
results completed previous studies [46, 56, 68] on the effect of TIT on cycle’s overall 
performance. As a result, they suggested that optimal system (both high power output and high 
efficiency simultaneously) could be achieved when system operated at high TIT with an optimal 
pressure ratio.  
 
Similarly, they published another paper [69] to evaluate performance of hybrid systems when 
SOFC cycle integrated with various enhanced gas turbine cycles namely, steam injected gas 
turbine (STIG) cycle (including additional air preheating), GT-steam turbine (ST) combined cycle, 
and humid air turbine (HAT). They assessed effects of operating conditions, such as TIT and PR, 
on the overall efficiency and specific work output of the system. They concluded that SOFC–HAT 
system, operating at high TIT and PR, not only could significantly improve system performance, 
but also could lessen the problem of water supply by reducing water consumption. 
 
One of the challenges in SOFC hybrid systems development is to find a gas turbine that matches 
the requirements of hybrid cycle. Lundbergm et al. [70] studied the possibility of 20 MW-class 
hybrid system that integrated a pressurized SOFC with a Mercury 50 gas turbine. The Mercury 50 
was chosen due to its unique characteristics, including high thermal efficiency, power rating, 
modular design, reliability, and low cost of maintenance. They determined the optimal size of 
pressurized SOFC (PSOFC) in a hybrid system with a single Mercury 50 gas turbine using the 
cost of electricity (COE) as the optimizing parameter. Minimum COE was achieved when four 
PSOFC modules and one Mercury 50 gas turbine were integrated to generate approximately 12.5 
MW at an efficiency of nearly 60% (Net AC/LHV). They also explained the required modification 
on commercially available GTs. Furthermore, they studied different bottoming cycle options 
(combined cycle power plant and ammonia-water cycle) to utilize thermal energy at GT exhaust. 
 
On the other hand, most of the works performed on the modeling of hybrid SOFC and GT 
concentrated on the fuel cell operation using the performance characteristics of existing GTs. 
However, different operating conditions of GT (i.e., the increased pressure losses) in hybrid cycle 
shifts the operating point of compressor and GT to an off-design areas. Sieros and Papailiou [71] 
examined the optimal fitting of a small GT in a hybrid SOFC-GT for both design-point and part-
load operation conditions. They proposed variable geometry components, namely variable nozzle 
turbine and variable diffuser compressor to avoid compressor surge and increase part-load 
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efficiency. They concluded that further work should be performed for the detailed design of these 
devices. 
 
Rao and Samuelsen [72] introduced SOFC cycle coupled with intercooled-reheat GT as 
reference power generation system for their thermodynamic modeling. Then, they formed their 
alternative cases by incorporating HAT system to their reference case and also replacing 
reheater with second SOFC (dual SOFC-HAT). They found that efficiency of the reference case 
and its alternatives were 66%, 69%, and 76%, respectively. In addition, they showed that the 
second scenario could achieve lowest cost of electricity (COE). 
 
Song et al. continued their previously explained work [32] in another research [73]. They 
extended their model to find optimal matching between a commercially available GT (Mercury 50) 
and a SOFC unit. The parameters to be matched were included: operating temperature, pressure 
and operating strategies and maximum allowable cell temperature as a limiting parameter. Based 
on the selected condition, the total system power at design-point condition was 11.5 MW at a 
system efficiency of about 59%. In comparison to the power ratio of SOFC and GT in kW-class 
cases described in Veyo et al. [30], the power ratio of this system was very low. Their results 
agreed with results found by Lundbergm et al. [70]. 
 

11.   OPTIMIZATION  

A quick survey of the literature in the modeling of hybrid SOFC systems shows that little has been 
done for optimization of these systems. In most of those few works, such as [74], sensitivity 
analysis of various parameters was preformed to develop an optimal SOFC hybrid power 
generation system. However, due to the large number of parameters involved and complex 
nature of their interrelation and correlation, suitability of this optimization method is controversial.  
In optimization of a typical SOFC hybrid cycle 5 to 10 (or even more) [75] independent variable 
should be considered, depending on how complex the system and model are. Therefore, it is vital 
to seek for methods that can optimize these non-linear multi-dimensional systems [75].  
 
In a considerable development in the optimization of SOFC-GT systems, Möller et al. [75] 
deployed genetic algorithm (GA) to optimize SOFC-GT configuration with and without a CO2 
separation plant. In order to model the SOFC stack, they used the same model as in [56]. In their 
optimization, the electrical efficiency was selected as the objective function. Also, the air flow, fuel 
flow, cell voltage in the stack, air temperature at the stack inlet, reformer duty, and pressure ratio 
were selected as decision parameters. The optimization procedure resulted in a SOFC-GT 
system with above 60% efficiency when equipped with CO2 capture. The results showed that the 
system efficiency was greatly influenced by SOFC temperature. Furthermore, a low air flow and 
no or little supplementary fuel could improve the system efficiency.  
 

12.   EXERGY ANALYSIS 

According to Dincer and Rosen [76] exergy analysis is a method that can be applied to design, 
improve, and analyze the energy systems. This technique considers the second law of 
thermodynamic as well as the conservation of mass and energy, simultaneously.  
 
Granovskii et al. [77] evaluated the importance of exergy analysis in applying the “principles of 
industrial ecology” for integrating different technologies. For instance, they preformed exergy 
analysis on a SOFC-GT hybrid system and found that the depletion number of standalone SOFC 
and GT were much higher than that of hybrid system. This confirmed that the SOFC-GT hybrid 
system was more environmentally friendly. 
 
The depletion number, proposed by Connelly and Koshland [78], is a concept to describe the 
efficiency of fossil fuel consumption according to exergy analysis and is defined based on how 
exergy destruction within a system is related to total exergy input. 
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Calise et al. in previously mentioned paper (in parametric studies section) [59] and their other 
paper [79] (with a few changes in system configuration) preformed the second law of 
thermodynamics analysis on a gas turbine cycle integrated with SOFC. Their exergy analysis 
illustrated that the SOFC stack and the catalytic burner were responsible for most of exergy 
destruction, respectively, when the hybrid system operated at design-point. This high rate of 
exergy destruction stemmed in inefficiencies of chemical reactions occurring in those equipments. 
Despite the high efficiency of SOFC, fuel cell stacks are the greatest source of exergy losses due 
to the number of chemical and electrochemical reactions, such as steam reforming and 
electrochemical oxidation, taking place simultaneously. Similarly the catalytic burner, where 
anode off-gas stream was combusted, demonstrated a significant exergy destruction rate. On the 
other hand, exergy destruction rate of turbomachineries were not remarkable because of their 
high isentropic efficiencies and low energy flows. They also preformed exergy analysis on partial 
load operation and found that although exergy destruction generally increased, its rate depended 
on the selected control scheme. Finally, they concluded that in hybrid energy systems design, 
particular emphasizes should be placed on component with highest exergy losses, i.e. SOFC 
stacks. 
 
In their other paper, Granovskii et al. [80] presented exergetic performance analysis of a SOFC-
GT hybrid cycle. They found that the SOFC stack and the combustion chamber were the 
components with highest rate of exergy destruction, respectively, similar to results of Calise et al. 
But in their model the difference in exergy losses of SOFC stack and combustion chamber was 
less than 5%. 
 

13.   CO2 CAPTURE 

Although SOFC hybrid power plants are considered to be the cleanest technology to generate 
electricity from fossil fuels (due to their high efficiency and minimal fuel combustion), still there is 
considerable amount of CO2 in their exhaust. Therefore, integrating CO2 separation technologies 
to SOFC hybrid plants is an active field of research. In this section, some of the models for such 
plants will be discussed. 
 
In 1999 Riensche et al. [81] developed a model to simulate a near zero CO2 emission hybrid 
SOFC-GT power plant. Their adiabatic tubular air electrode supported fuel cell model was based 
on one of the earliest planar SOFC model [82]. There are two approaches to separate CO2 in the 
exhaust stream of power plants. In one of these approaches, the spent fuel is combusted with 
pure oxygen, instead of air, to avoid introducing nitrogen to the plant’s off-gas stream. In their 
proposed model, they made use of one of the unique characteristics of SOFC cycle that other 
technologies cannot easily compete. They modeled a bank of oxygen ion conducting tubes (very 
similar to SOFC tubes) and passed the unused fuel over them. They found that system operation 
was optimal when the system was pressurized. It was concluded that a gross electric efficiency of 
about 50% to 60% for the tubular SOFC and 60% to 70% for the SOFC-GT combination were 
achievable in this configuration.  
 
Franzoni et al. [83] developed a model to simulate 1.5 MW SOFC-GT hybrid system based on the 
model explained in [84]. They compared performance of the hybrid plant when it was integrated 
with two CO2 capture technologies, namely fuel treatment and then separation of CO2 in exhaust 
by chemical absorption and combustion of spent fuel with pure oxygen. In the former approach, 
they observed 17% efficiency penalty, from 62% to 45% with 0.15 kgCO2/kWh of CO2 in exhaust. 
In second approach, the system was equipped with an air separation unit to provide oxygen for 
GT combustor. The efficiency loss in this case was much lower at 3.6% with near-zero CO2. The 
thermoeconomic analysis showed that the cost of second plant was significantly lower.  
 
With the same method, Inui et al. [85] used second approach (pure oxygen as the oxidant gas in 
GT combustion chamber) for CO2 capture. They found that the efficiency of cycle could reach as 
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high as 71% (LHV) indicating that the proposed system could satisfy both expectations of high 
efficiency and ultra clean power generation. 
 
Campanari and Chiesa [86] compared performance of SOFC-GT cycle with two configurations for 
CO2 capture process. In the first scheme, steam and CO2 in the anode exhaust was separated by 
condensation and chemical absorption, respectively. Then, 30% of remaining fuel combusted in 
GT combustor and the rest was recycled to anode to be consumed in SOFC. In second scheme, 
CO in anode exhaust was converted to H2 in shift reactor. Then, existing CO2 was chemically 
absorbed, and hydrogen rich gas combusted in GT combustion chamber. The SOFC model for 
this plant was explained in [87]. The results showed that both plants exceed 71% (LHV) efficiency 
and removed 90% of CO2 in exhaust stream. Although utilization of the shift reactor increased 
complexity of second scheme, it took advantage of more desirable GT to SOFC power output 
ratio (0.29 vs. 0.20), a lower consumption of the auxiliaries (5.5% vs. 8.2% of the net output), and 
better potential to increase CO2 sequestration. 
 

14.   FUEL FLEXIBILITY  

So far, in all models either natural gas or hydrogen has been considered as fuel. However, SOFC 
hybrid systems enjoy the advantage of being able to utilize other fuel sources. In this section, 
some models that use coal and biogas as fuel will be discussed. 
 
In one of the earliest works in this field, Lobachyov and Richter [88] presented results of their 
theoretical study on the system that incorporated a coal gasification process into hybrid SOFC-
GT cycle, which the latter was proposed by Harvey and Richter [52]. They suggested recycling of 
part of the hot cathode off-gas to provide the heat required for gasification. They preformed 
energetic and exergetic analysis on the model. They found that the cycle could achieve up to 
60% efficiency (energetic). Exergy analysis revealed that the gasifier, SOFC, and steam 
generator were responsible for most of exergy destruction. In addition, the integration of a two-
stage GT with reheater and steam turbine at the bottom of GT resulted in 0.5% and 3.2% 
improvement in the system overall efficiency, respectively. 
 
Kivisaari et al. [89] preformed a feasibility study for integration of a high temperature fuel cell 
(either MCFC or SOFC), a gas production unit based on coal gasification and an existing 
networks of heat distribution among residential users (CHP plant). They considered a thermal 
input of 50 MW with and without anode off-gas recirculation for SOFC. They employed a one-
point model to reduce calculation times and model complexity. They found that the introduction of 
the anode off-gas recirculation resulted in 12% increase of the power output from the SOFC 
because of the almost 10% increase in overall fuel utilization. These values, however, could not 
be trusted because their one-point model did not consider reduction in the concentration of the 
reacting streams. They observed that the final system, which was a combination of a gasifier, a 
standard low temperature gas cleanup and SOFC, could achieve an electrical and overall 
efficiency of about 47% and 85%, respectively. 
 
Another study on combination of coal gasification and fuel cell for power generation was 
presented by Kuchonthara et al. [90]. They considered the integrated power generation cycle 
combining with thermochemical recuperation, brown coal gasification and a SOFC. In order to 
model SOFC they used the same model as in [67, 69]. Their simulation indicated that the cycle 
efficiency could be increased from 39.5% (higher heating value, HHV) without the SOFC to about 
45% with the SOFC. 
 
Rao et al. [91] performed thermoeconomic analysis of integrated gasification fuel cell (IGFC) plant 
and compared it with an integrated gasification combined cycle (IGCC). They showed that the 
cost of electricity of IGFC plant was compatible with that of the IGCC plant (based on $400/kW 
installation cost for SOFC stack). 
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Sucipta et al. [92] used similar model as Song et al.’s [32] and added different biomass 
gasification processes, namely, air-, oxygen- and steam-blown, to analyze the effect of biomass 
fuel composition on SOFC-GT performance.  They found that efficiencies level for all three cases 
were reasonably high (although lower than the reference case fueled with pure methane) and 
concluded that the biomass fueled SOFC–MGT hybrid system was suitable alternative for 
conventional power plants. They pointed out that air- and steam-blown biomass fuel had the 
lowest and highest efficiency, respectively, for both SOFC module and for the entire hybrid 
system.  
 
Van Herle et al. [93] performed the energy balance analysis on an existing biogas production unit, 
equipped with a 1 kW SOFC demonstrational stack as a small CHP system. The fact that they 
used some real data for their model and, to some extent, compared the results with measurement 
from the site made this paper among a few exceptions in this respect. They achieved almost 34% 
and 58% electrical and cogeneration thermal efficiency, respectively. The results were validated 
by the natural gas fueled Sulzer Hexis 1 kW systems with an electrical efficiency of 35% (direct 
current (DC), LHV) [94].They also compared two reformer technologies, i.e., steam reforming and 
partial oxidation reforming with air (POX). They also investigated the impacts of water addition for 
steam reforming process and observed that cogeneration thermal efficiency significantly 
decreased with water addition. This was due to the fact that there was no condensation in the 
exhaust to recover the evaporation heat consumed at the inlet. 
 
They assessed electrical and total efficiency of the system as a function of operating parameters 
such as CO2 fraction in the biogas feed, reforming conditions, air excess rate, SOFC stack 
temperature (followed Curve 4 and 5, respectively), and pressure (followed Curve 3 and 2, 
respectively).  They showed the variation in electrical efficiency, when varying the CO2 fraction in 
the biogas feed between extreme composition limits. Probably unexpectedly, they stated that 
efficiency increased when more methane was replaced by carbon-dioxide. In other words, the 
system performance improved when fueled with poorer biogas (richer in CO2). They explained 
that higher methane content in inlet biogas fuel resulted in higher input LHV, which led to higher 
current, thus to higher ohmic overpotential and lower SOFC operating voltage. 
 
They also indicated that electrical efficiency reduced when system was pressurized. Clearly, this 
was in contrast with other studies such as Suther et al. [46] and Chan et al. [57]. The reason 
could be explained based on the fact that their model did not consider two positive impacts of 
higher system operating pressure: more work output when high pressure hot exhaust passed 
through GT and improved mass transfer which led to lower electrode overpotentials. Whereas, 
more compression work to pressurize inlets streams reduced net work output. 
 

15.   DIFFERENT APPLICATIONS (NON-STATIONARY ELECTRICTY 
GENERATION)  

Stationary power generation plants are not the only application of SOFC hybrid cycles. The 
residential CHP, mobile application, and auxiliary power unit for vehicles and aircrafts are 
considered as potential applications of SOFC hybrid cycles. In this section a few simulations that 
addressed these applications will be presented. 
 
Nowadays, distributed generation (DG) of combined heat and power (CHP) cycles are gaining 
increasing attentions. This is due to the deregulation of the electricity market and widespread 
residential utilization of natural gas as a primary energy source. Although some authors proposed 
application of PEMFC for CHP application [95, 96], SOFC hybrid cycles are the most promising 
candidates in this field.  
 
Braun et al. [97] developed a model to evaluate the energetic and exergetic performance of 
various configurations of residential-scale SOFC-CHP hybrid system, including hydrogen- and 
methane-fueled systems with external and internal catalytic steam reforming, and cathode and 
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anode off-gas recirculation. They investigated the parameters influencing suitability of this system 
to match residential demands and found that one of the most important parameters was the 
thermal-to-electrical load ratio (TER) of residential unit. TER defined as the ratio of the thermal 
energy demand of the home to its base electrical load. Their results indicated that the optimal 
system included cathode and anode off-gas recirculation and internal reforming of methane. The 
electrical and combined heat and power efficiencies of this system were 40% and 79% (HHV), 
respectively. 
 
In 2002, Winkler and Lorenz [98] investigated the potential utilization of SOFC-GT in mobile 
application. They first proposed a reheat SOFC-GT with the efficiency of more than 70%. They 
also showed that by incorporating a bottoming steam cycle to a reheat SOFC-GT hybrid system, 
the electrical efficiency of more than 80% could be possible. They illustrated that the electrical 
efficiency with respect to the SOFC pressure followed Curve 4. Their results well agreed with 
results of Yi et al. [74] and Suther et al. [46]. Finally, they investigated possibility of deployment of 
SOFC-GT in a mid-size car with capacity of 75 kW and efficiency of 55%. They concluded that 
the results of their modeling proved the feasibility of utilization of the SOFC–GT hybrid system in 
unconventional applications which required further and more detailed investigations.  
 
Steffen et al. [99] developed a model of SOFC-GT cycle to provide auxiliary power for a 300 
passengers commercial transport aircraft in 2015. They stated that 440 kW was an adequate unit 
size for this application. Unlike the ground stationary power plants, in aerospace systems, power 
density (power/volume) and system specific power (power/mass) were the most important 
parameters to consider. Another remarkable difference in this application was fuel source which 
was jet fuel. This led to using catalytic partial oxidation (CPOX) for fuel reforming process. Their 
proposed system resulted in efficiency of about 63% (LHV) which was significantly higher than 
the efficiency of conventional systems at about 42%. However, the proposed system was much 
heavier (1396 kg versus 331 kg) mainly because of the metallic interconnect mass in fuel cell 
stack. They suggested that by applying some innovative techniques (e.g. corrugated flow 
channels) the system’s mass could considerably be reduced. They completed this study in 
another paper [100] by considering system partial load operation. In this case, system total mass 
increased considerably to 1912 kg.  
 

16.   TRANSIENT AND OFF-DESIGN CONDITION MODELING 

In every energy system, dynamic and part-load behavior and load following characteristic are 
critical factors to consider. This is especially important for SOFC hybrid systems since they have 
been considered as forerunner technology in the market of distributed and residential power 
supply and mobile applications. Since these types of power stations operate in isolated condition, 
their load demand following characteristic is extremely important. Thus, part-load performance, 
operational stability and safety are key issues that should be addressed for SOFC based energy 
systems before they can be commercialized. The main objective of these studies is to design a 
control strategy that can maintain SOFC and GT inlet temperatures during load changes [27]. 
These aspects of SOFC hybrid system have been studied extensively in the literature. In this 
section some of these papers will be reviewed.  
 
Costamagna et al. [101] evaluated design and off-design performance of SOFC and MGT hybrid 
system. For design-point operation, they found the overall efficiency to be higher than 60% and 
MGT-to-SOFC work output ratio to be 0.19. In off-design operation, they considered two control 
strategies: constant and variable turbine rotational speed. In former scheme, the load was 
controlled by varying the overall fuel flow which resulted in the reduced system efficiency (from 
efficiency of 61% to 56% at 70% of the power at design-point). 
 
The latter involved variation of the MGT rotational speed. However, operation mode of 
conventional large size GT plants generally did not provide such opportunity. The rotational 
speed of these plants was dictated by alternate current frequency required by the end user or 
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electrical grid. Since typical plants were not equipped to an inverter, their rotational speed was 
fixed and could not be used as control parameter. On the contrary, an inverter was one of the 
essential components for hybrid SOFC-GT systems to convert electricity generated by SOFC to 
alternating current (AC) required by electrical grid. Thus, in these hybrid systems, it was possible 
to operate GT at variable rotational speed (variable frequency). 
 
In variable MGT rotational speed control mode, they found that it was possible to obtain very high 
overall efficiency (always higher than 50%) even at very low part-load conditions (up to 30% of 
nominal power). It was interesting that the power ratio of MGT and SOFC dropped for variable 
rotational speed control and increased for constant speed in comparison to the design-point. 
They concluded that the hybrid system controlled by variable rotational speed strategy operated 
with higher efficiency and flexibility. In addition, this scheme could control the tubular SOFC stack 
temperature more accurately. 
 
Roberts et al. [27] again investigated two control strategies for an atmospheric SOFC-GT hybrid 
system, variable versus fixed speed gas turbine operation. In the case of constant GT speed, in 
order to maintain the SOFC stack operating temperature, they considered two mechanisms, 
cathode exhaust bypass or additional combustor. They found that none of these strategies were 
satisfactory because former resulted in very high oxygen utilization in the cathode and low 
recuperator temperature and the latter significantly reduced system efficiency. In contrary, the 
variable rotational speed gas turbine control design satisfied all operational constraints, including 
high efficiency and sufficient control of the SOFC stack temperature. 
 
In their next paper [102], they further expanded their work by limiting the gas turbine’s minimum 
operating speed to 65,000 rpm and adding auxiliary combustor to the system. The combustor 
was used to protect the SOFC from excessive cooling by combusting extra fuel to maintain the 
cathode inlet temperature, when the GT minimum rotational speed was reached. By applying this 
control strategy, hybrid system efficiency higher than 60% could be achieved. However, 
excessive burning of supplementary fuel in auxiliary combustor, particularly at partial load 
conditions, considerably reduced the system efficiency. Then, they evaluated the dynamic 
behavior of the hybrid cycle power output when the system was controlled by designed control 
strategy. They concluded that this strategy was “stable, safe, and robust” over wide range of 
power output. 
 
Similarly, Kimijima and Kasagi [103] pointed out that variable rotational speed operation strategy 
was superior to the constant rotational speed operation strategy for 30 kW SOFC-MGT cycle. 
 
Magistri et al. [62], in their previously explained paper (in “Models for comparison of 
configurations” section), investigated off-design behavior of the hybrid cycle for three system 
sizes, namely 250 kW, 2 MW, and 20 MW with over 60% to 65% efficiencies at design-point and 
always over 55% at part-load conditions. They also evaluated fixed and variable gas turbine 
rotational speed as off-design control strategies. They stated that varying the rotational speed of 
the gas turbine could be considered as an appropriate control strategy for small and medium size 
systems. However, for large hybrid systems, it was not possible to apply this strategy. In this 
case, they suggested bypassing SOFC to maintain stacks operating temperature in an 
acceptable range. Moreover, they estimated the influence of ambient conditions on cycle 
performance and noted that due to their significant impact on the system performance, they 
should be taken into account in system design and operation. Finally, they studied the transient 
behavior of the system as a result of a fuel step reduction. They concluded that it took about 300 
seconds for the SOFC and the heat exchanger to adapt to transient conditions due to their high 
thermal inertia. 
 
Stiller et al. [104, 105] developed a model to investigate steady state and transient condition for a 
SOFC and GT hybrid cycle. They used different approaches for modeling of various components, 
for instance, gas flows were modeled by 1-D scheme, whereas solid structures and recuperator 
heat exchanger were treated as 2-D components in axial and radial direction, and finally, the 
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burner was simulated non-dimensionally. For off-design steady state operation, fuel and air flow 
rate (controlled by a flow control valve and GT shaft speed variation, respectively) were used as 
controlling parameters. They illustrated the steady state off-design behavior of the hybrid system 
by providing performance map of different parameters, such as net power, net electricity, 
pressure, and SCR, as a function of fuel flow and air flow relative to their design values. They 
showed that at high fuel flow and low air flow, there was no steady state condition (unstable 
regimes) and at high air flow and low fuel flow, SOFC temperature was lower than acceptable 
range. 
 
In the next step, based on these findings, they designed a multi-loop feedback control scheme for 
the hybrid cycle with the following objectives: safe and long lifetime operation, high efficiency, fast 
load following, and “governing external influences”. They controlled the system power output by 
adjusting the SOFC current, fuel utilization, air flow, and the SOFC stacks temperature. They 
investigated how the system responded to variation in several system parameters, such as load 
changes, load curve following, ambient air condition changes and system malfunction and 
degradation. They concluded that by using this control scheme, the system safe and stable 
operation was guaranteed during all tests. In addition, the system was able to follow small and 
large load changes in time scale of below 1 and 10-60 seconds, respectively. 
 
Song et al. [73] in previously explained work (in “2-Dimentional models” section) analyzed 
impacts of the system operating characteristics at part-load conditions on the hybrid system 
performance. They found that when supplied fuel reduction was utilized as the only load control 
parameter, efficiency drop in both SOFC (due to the decrease of cell temperature) and GT (due 
to the decrease in TIT) were unacceptable. Therefore, they suggested simultaneous reduction of 
supplied air and fuel in order to maintain the SOFC stacks temperature and the TIT as close to 
the design-point conditions as possible as the best control strategy. The air flow rate could be 
adjusted by manipulating the angles of the inlet guide vanes (IGVs) located in front of the 
compressor inlet. The results of this simulation revealed that the performance characteristics of 
MW-class systems in this study were very close to those of the multi-kW systems with a variable 
rotating speed of the gas turbine proposed by Campanari [106]. 
 
Calise et al. [79] deployed the same approach to test partialization strategies. Similarly, they 
found that the best partialization strategy could be achieved by maintaining the air to fuel ratio. 
However, the technique did not demonstrate high flexibility of operating range. By applying this 
scheme, the plant net electrical power output could be reduced to a minimum of 80% of its rated 
value. Further reduction in load led the air compressor to approach its surge line. They stated that 
in such limited range of load change, none of strategies resulted in considerable efficiency 
penalty. They suggested that using fuel flow rate as load control parameter could result in a better 
behavior of the off-design operation of the system, provided that the turbomachineries design was 
optimized.  
 
Chan et al. [107] proposed a strategy for system start-up, part-load and full-load operational 
control (based on the model developed in [57, 58]). In their control scheme, in order to reduce 
system electrical load, part of the fuel was directly injected into GT combustor (bypassing SOFC 
stacks). Although this scheme was safe and simple, it reduced the system total efficiency. 
 
Tanaka et al. [68] developed a model to perform technical and economical sensitivity analysis on 
a SOFC-GT combined cycle. They studied system performance as well as cost and energy pay-
back times (CPT and EPT). In their model, additional combustion in GT combustor, similar to [56], 
was considered for anode off-gas stream. But, unlike [56], the SOFC to GT power output ratio 
was controlled by supplementary fuel flow rate. They illustrated electrical efficiency and TIT 
versus this ratio for different values of operating pressure, temperature, SCR, fuel and air 
utilization ratios, and load following characteristic (partial load performance). Their finding for 
latter was interesting. SOFC cycle could operate in part load condition to provide lower power 
demands without reducing its electrical efficiency below the nominal value. However, in hybrid 
SOFC-GT system total efficiency dropped. This was due to the compressor constant rotational 
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speed, which meant more air should be compressed than really required resulting in higher 
compression work and lower TIT. Nevertheless, they concluded that system load following 
capability was higher than conventional power plants. Moreover, they mentioned similar results 
as [56] for the influence of TIT on overall efficiency. 
 
Therefore, generally speaking, based on the aforementioned studies we can conclude that a 
variable rotational speed gas turbine control strategy increases the efficiency and the range of 
operation of both pressurized and atmospheric SOFC-GT hybrid systems. 
 
Zhang et al. [108] developed a dynamic model to simulate a simple SOFC-GT hybrid cycle. Their 
model required to define a disturbance variable and then to evaluate the responses of the system 
vital parameters to this disturbance. They chose current density of SOFC as disturbance and the 
SOFC air inlet temperature, SOFC outlet temperature, TIT, the output voltage, and the gas 
species molar fractions at the outlet of SOFC as system parameters. They found that response of 
the SOFC outlet temperature was positively related to the disturbance. But SOFC air inlet 
temperature and TIT were reversely proportional to current density. They also compared the 
response time constant of some system parameters and pointed out that this time for temperature 
was much higher than that of species molar fraction. They concluded that their model was able to 
follow the disturbance accurately. 
 
Zhu and Tomsovic [109] developed a slow dynamic model of SOFC-MGT system to analyze the 
load-following performance of the system. They showed that the system could follow total load 
increase of 5% of the base load with rate of about 10 kW/s. They concluded that the system’s 
load-following capability was suitable for application in distributed generation (DG) sector. 
 
Another important issue in this type of modeling is protection of the SOFC-GT hybrid system and 
its components from critical incidents such as anode oxygen exposure, excessive cell 
temperature gradients and carbon deposition during severe load changes, shut-down or start-up. 
The simulations that addressed these conditions might be able to provide information for the 
development of control strategies for operation of the systems in these situations. A few 
published papers investigated hybrid system behavior in shut-down and start-up trips [110, 111, 
112]. They concluded that SOFC stacks sensitivity to thermal stresses resulted in their slow 
characteristics which limited optimal time required for start-up and shut-down [111]. The start-up 
time varied from 1.3 [112] to 5.5 hours [110] for different configurations and control strategies.   
 

17.   THERMOECONOMIC STUDIES 

Riensche et al. [113, 114] developed a model for 200 kW SOFC-CHP plant and conducted a 
technical and economical sensitivity analysis on the effects of system parameters on efficiency 
and COE. They assumed a lifetime of 10 years (40,000 hours) for the system. They found that 
net COE could be reduced by nearly 50%, when external reforming was replaced by internal 
reforming. Also, the electrical efficiency could be increased up to 50% at fuel utilization factor of 
about 95%. But for optimal COE, the fuel utilization factor should be set to 65%. They also 
studied the effects of different plant configurations. They found that with anode off-gas 
recirculation, stack one pass fuel utilization factor could be reduced to about 60%, while plant’s 
net fuel utilization factor remained fixed at 80%, which resulted in 25% reduction in the cell area. 
In addition, steam concentration in the system exhaust stream was lower, thus the unrecoverable 
latent heat was lower and afterburner temperature was higher.  Both effects resulted in higher 
total system efficiency.   
 
Fontell et al. [115] performed a conceptual study of a 250 kW planar SOFC plant for CHP 
application. They set some performance targets for their design. They were able to meet some of 
these targets. For instance, their design exceeded the aimed electrical and total efficiency (LHV) 
of 47% and 80% by achieving about 56% and 85% efficiencies, respectively. However, their 
system’s specific mass, about 49 kg/kW, could not satisfy desired specific mass of 15–20 kg/kW. 
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Finally, they conducted an economical analysis assuming stack lifetime of 40,000 hours (similar 
to [113, 114]) and system lifetime of 20 years (similar to [68]). Also, the degradation rate 
(percentage decline of the cell voltage per 1000 hours) was considered 0.25%/1000h. They listed 
cost of major components based on total cost as follows: stacks (31%), power electronics (15%), 
control system (17%), and labor and overheads (15%).  
 
Tanaka et al. [68], in previously explained paper (in “Transient and off-design condition modeling” 
section), conducted economical analysis to investigate the effect of system parameters on CPT 
and EPT. Unlike [113, 114], in their model total plant life was assumed to be 20 years and fuel 
cells and catalyst were replaced every 5 years. They concluded that although the unit initial 
capital costs were higher than that of a large-scale conventional coal power plant, it was still a 
competitive alternative technology. 
 
Calise et al. [116] added thermoeconomic evaluations to their previously explained model [59] 
and used genetic algorithm (GA) for optimization purpose. The model included 19 fixed 
parameters and 48 synthesis and design decision variables. The system initial investment was 
selected as optimization objective. The result showed that the optimized plant investment was 
45% lower than reference case. However, the system was suffered efficiency loss, from 67.9% to 
67.5%. Some system parameters, such as turbomachinery syntheses and designs as well as 
SOFC geometric parameters, were remarkably adjusted by optimization process. For instance, 
the number, diameter, and length of the tubes in cell stacks were decreased, resulted in dramatic 
reduction of the cell’s active area. 
 

18.   COMBINATION OF MODELING AND EXPERIMENTAL WORK 

Lai et al. [117] introduced a new method to evaluate the performance of SOFC and GT hybrid 
cycle under various operational conditions without using actual SOFC. They stated that the cost 
of SOFC experimental equipments were still too high for university researchers. Therefore, the 
authors designed a SOFC-GT system by replacing SOFC by a traditional furnace to simulate fuel 
cell off-gas condition. Also, in order to simulate a real hybrid SOFC-GT plant, their system was 
equipped with another burner (to allow additional hydrogen injection for complete combustion of 
spent gas from SOFC), a turbocharger and a water injection system. Their system proved that 
such system could simulate real SOFC-GT behaviors with reasonable approximation. They found 
that, for example, no particular device was required to combust residual fuel for high temperature 
SOFC (800–1000 ◦C). But for a mid and low temperature SOFC (500–800 ◦C), some devices 

were required to provide better mixing and holding the flame. 
 
With similar approach, Tucker et al. [118] used the Hybrid Performance (Hyper) hardware 
simulation facility at the National Energy Technology Laboratory (NETL), U.S. Department of 
Energy to evaluate possibility of using air flow as process control variable in the SOFC-GT hybrid 
system. The Hyper facility was able to simulate SOFC-GT system with electricity generation 
capacity of 300 kW to 900 kW by its hardware and software simulator. The hardware portion 
consisted of a natural gas burner, a modified GT, an off-gas recuperator, several tanks 
representing the volumes and flow impedances of real components, and required piping. The 
purpose of real time fuel cell simulator was to control the burner to resemble the thermal output 
and temperature of SOFC. Their objective was to test feasibility of using compressor bleed air 
and cold air by-pass as system control variables through air flow management. 
 

19.   DISCUSSION  

In order to have a clear idea about the current status of SOFC hybrid systems modeling in the 
open literature, the summarized characteristics of some selected models are presented in Table 
2. In this table, characteristics such as the purpose of the papers (parametric, configuration, 
partial load, and economical analysis and optimization), the system or cycle which combined with 
SOFC to form hybrid cycle, fuel type, fuel cell type (tubular or planar, fuel and air flow direction, 
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temperature level), reformer type (taking into the account of anode recirculation), plant capacity,   
number of geometrical axes through which the flow parameters vary, time dependency of the 
model, simulation software, and model validation are considered.  
 
Some keys about this table should be mentioned. First of all, when several papers used the same 
model for different analyses, they are considered as one entry. When none of the boxes is 
marked, it means that there was no information about that specific parameter in the paper(s). For 
anode recirculation, Y/N means both cycles (with and without anode recirculation) were 
investigated. But for validation of the model with experiments, Y/N means the model was partially 
validated. Most likely this indicates that SOFC model was validated but whole cycle was not. 
Also, the feasibility studies and conceptual design papers are considered as configuration 
analysis. 
 
This table shows that many models concentrate on studying the effect of various parameters on 
system performance as well as examining and comparing different configurations. Also, majority 
of the models have been on internal reforming SOFC-GT systems fueled by methane or natural 
gas with vast range of plant capacity from a few hundred kilowatts to multi-hundred megawatts. In 
terms of SOFC stack, majority of the models were based on high temperature tubular SOFC both 
with and without anode recirculation. It is possible to find 1-D and 2-D modeling approaches in 
literature. However, it should be noted that even though authors called their model as 1-D or 2-D, 
some components such as gas turbine or heat exchangers might be modeled as 0-D. Many 
models were steady state and they were not fully validated against experimental data. A few of 
them were partially validated by validating the SOFC part. And finally, many modelers used 
Aspen Plus

® 
as the simulation software. 

 
Some key findings of this review paper to identify areas that require further studies may be 
summarized as follows: 
 

1. Most of the studies used well established tubular type SOFC. However, recently, planar 
type has proved to have more potential for cost reduction. Therefore, future studies 
should be focused on this type of SOFC, especially low temperature (LT) type. 

2. 0-D modeling approach for hybrid systems simulation has been well developed. But 
further investigation is required to assess the influence of this approach. In other words, 
the question of how realistic it is to assume SOFC as a box should be investigated. In 
order to do this, an extensive study to compare 0-D and higher dimensional approach for 
the same system is required. 

3.  As Table 2 shows, most of the models were not validated. More demonstration sites and 
experimental studies are crucial in this respect so that researchers will be able to validate 
their model according to the results of these experimental works. 

4. As mentioned, most of the models emphasized on parametric and configurations 
analysis. The next logical step is to use different optimization methods to optimize the 
hybrid system with the objective of system efficiency and cost. 

5. Although numerous configurations have been proposed for hybrid systems in literature, 
well established and accepted configuration is still lacking. Existing proposed 
configurations should be compared with similar specifications and assumptions so that 
selection of best configuration for different conditions and applications can be done. 

6. Dynamic models are extremely important to study system performance and establish 
suitable control strategy in transient conditions such as start up, shut down, and severe 
load changes. Thus, further investigations are required in this area. 

7. More studies are needed on the indirect internal reformer to evaluate its effect on system 
overall performance. 

8. Hybrid SOFC with integrated gasification combined cycle is considered as the ultimate 
SOFC based power generation cycle and its different aspects should be studied in detail. 

9. Effect of fuel composition changes on system design and operation of existing system 
should be investigated. 
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20. CONCLUSION  
Solid oxide fuel cells and energy systems based on them have been receiving more attention 
these days. Modeling plays an important role in the development of fuel cells especially in hybrid 
SOFC systems. In this paper, the state-of-the-knowledge of modeling of SOFC hybrid cycles is 
reviewed. First, it presents key fuel cell model features and their classification to facilitate 
matching modelers’ requirements with selected modeling approach. Also, essential steps to 
develop a model are presented. In addition, potential problems that may arise with inappropriate 
assumptions such as 0-D modeling for specific application are discussed. 
 
In the next section, a comprehensive literature survey on different types of SOFC hybrid systems 
modeling is presented. These models are categorized based on the classification scheme 
discussed earlier. In this paper, a hybrid cycle could be any combination of SOFC and gas 
turbine, steam turbine, coal integrated gasification, and application in combined heat and power 
cycle. In order to make this review comprehensive, wide range of models are considered, 
including but not limited to, design and off-design, steady state and dynamic, and multi-
dimensional models. Also, systems with various applications, fuel types, and configurations are 
considered. Moreover, models with different objectives such as parametric, exergetic, and 
thermoeconomic analysis as well as optimization are reviewed. 
 
This review shows that in spite of tremendous improvements in the modeling of SOFC hybrid 
systems, there are areas that need further studies. They include planar SOFC, transient and off-
design condition, and coal and biogas fed hybrid cycle modeling and model validation. 

21.   ACKNOWLEDGEMENT 

The authors gratefully acknowledge the funding support from the Natural Science and 
Engineering Research Council (NSERC) of Canada through Alan Fung’s Discovery Grant (DG). 



Farshid Zabihian, Alan Fung 

 

International Journal of Engineering (IJE), Volume (3) : Issue (2)         111 
 

  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 

Purpose 
of paper 

Parameter 
analysis 

 × × × × × 
× 

(Ex) 
×  × 

× 
(Ex) 

× × ×   ×    ×   
× 

(Ex) 
  ×  × ×  ×        

Configuration 
analysis 

 × ×     × × × × × ×  × 
× 

(Ex) 
  × × × × × × × ×  × ×           

Partial load ×      ×   ×       ×             × × × × × × × × ×  

Optimization       ×           ×                    ×  

Economical 
analysis 

      ×       × × ×    ×                  × × 

Hybrid 
cycle 

GT 
HR × × × × × × × × × × × × × × × × × × × × × × × ×  ×   × × × × × × × × ×   

SHR   × ×  × ×  ×  ×  ×   ×     ×   ×  ×   × ×   ×    ×   

Steam turbine           ×          ×    ×    ×           

CHP     × ×    ×        ×       ×  × ×     ×     × × 

IG                        × × ×              

CO2 capture                  × × ×  × ×                 

Fuel type 

Hydrogen         ×    ×                      ×     

Methane/ NG × × × × × × × × × × × ×  × × × × × × × × × ×     × ×  × × × ×  × × × × 

Coal                        × × ×              

Biogas/others                           ×   ×          

FC type 

Tubular  × M ×  × × ×  I × ×  × × × ×  × × ×  × M       × × ×  × I    

Planar 

E     ×   × ×         ×                ×   × ×  

A ×                          × ×  ×         × 

C                                        

FC type 
(tempe 
rature) 

LT ×                                      × 

IT          ×    ×             × ×  ×          

HT  × × × × × × × ×  × × × × × × × × × × × × × × × × ×    × × × × × × × ×  

Flow 
configuration 

Co-flow × ×  ×  × × ×   × ×  × × × ×  × × ×  ×        × × ×  ×  ×   

Counter-flow                            ×           × 

Cross-flow   ×  ×   × × ×        ×      ×            ×  ×  

Reforming 
type 

Internal × × × ×  × × × × × × × × × × × ×  × × × × × × × ×  ×   × × × ×  × × × × 

External   ×  ×             ×  × ×      × ×  ×        ×  

Anode recirculation N Y N Y/N Y N Y/N N N Y Y/N Y  Y Y N Y N Y   Y  N Y/N  N Y/N  N Y Y N N  Y N Y/N Y 

Plant Capacity (MW) 0.25 0.22 100  0.5 1.3 1.5  0.3 2     20  11  15 1.5  640 70  50   0.0015  0.44 0.3  1.3  19 0.55 0.25 0.2 0.25 

Model 
Dimension 

0-D    ×  × ×      ×       × ×  ×  × × ×   × ×  ×     ×  

>0-D  ×   ×   × × ×       × ×          ×    ×  ×  ×    

Dependency 
to time 

Steady-state × × × × × × × × × × × × × × × × × × × × × × × × × × × × × × × × ×   ×  × × 

Transient ×         ×                      ×  × × × ×   

Validation with experiments N N N Y/N N N N Y/N N Y/N N Y/N N N N N N N Y/N N N N Y N N N Y N N N N N N N N N N N N 

Simulation software M  AP AP AP M M PR AP    AP     IP PR T T  AP AP AP AP V   AP M g M ACM   M PR AP 

 
TABLE 2: Summarized characteristics of some selected models in the open literature 
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Abbreviation: 

GT+HR: Gas Turbine + Heat Recuperation   

GT+SHR: Gas Turbine + Heat Recuperation + 

Steam Recuperation 

Ex: Exergy analysis 

NG: Natural Gas 

E: Electrolyte Supported SOFC 

A: Anode Supported SOFC 

C: Cathode Supported SOFC  

M: Monolithic SOFC (MSOFC) 

I: Integrated Planar SOFC (IP-SOFC) 
AP: Aspen Plus

® 

M: MATLAB/Simulink
® 

PR: PRO/II 
IP: IPSEpro™ 
T: Thermo Economic Modular Program (TEMP) 
V: VALI™ 
g: gPROMS 
ACM: Aspen Custom Modeler

®
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ABSTRACT 

Integration of advanced oxidation technologies and other traditional wastewater 
treatment processes has been proven to be more effective for treating polluted sources 
of drinking water and industrial wastewater economically. The way of selecting the 
methods depends on the characteristics of the waste stream, environmental regulations, 
and cost. Reviewing the experimental works on this area and discussing their 
effectiveness as well as modeling would be helpful for deciding whether the integrated 
processes is effective to fulfill the annually restricted legislations with lower investment. 
Therefore, optimization of each process should be done based on different aspects 
such as operation time, operating cost, and energy consumption. In this review, recent 
achievements, developments and trends (2003-2009) on the integration of advanced 
oxidation technologies and other remediation methods have been studied. 

Keywords: Advanced oxidation technologies, Biological processes, Physical methods, Integration of Processes, 

Optimization 
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1. INTRODUCTION 

In recent decades, very severe regulations have forced researchers to develop and evolve novel 
technologies to accomplish higher mineralization rate with lower amount of detectable contaminants. 
Different physical, chemical, and biological treatment processes have been employed to treat various 
municipal and industrial wastewaters such as chemical [1-2], biological, food [3], pharmaceutical [4-5], 
pulp and paper [6], dye processing and textile [7-10], and landfill leachate [11] effluents. These processes 
are also being used for oxidizing, removing, and mineralizing various surface and ground waters. The 
waste streams contain a wide range of compounds with different concentrations. Based on the 
concentrations and the type of contaminants exist in the wastewater, various treatment methods have 
been developed to release an environmentally friendly effluent. Pollutants can be classified in several 
categories. Decision making can be based on whether the chemicals are organic or inorganic and they 
can be branched out based on chemical structure, solubility, biodegradability, volatility, toxicity, polarity, 
oxidation potential, adsorbability, electrical charge, and the nature of daughter compounds. Studies on 
the wastewater treatment area have been conducted in two main groups: treatment of single and multi-
component solutions. Although results obtained by single component solutions are more helpful for 
predicting the behavior of such solutions, wastewater streams containing a single compound are very rare 
and the results cannot be applicable to actual wastes. On the other hand, studies on multi-component 
solutions are useful to employ for real wastewater streams in larger scale. In investigating multi-
component systems, some problems such as daughter compounds’ formation during oxidization, inter-
reaction between existing compounds besides difficulty of modeling and simulation of such systems make 
experimentation very complicated.  

Some researchers prefer to study the actual effluent from various industries but others prefer to 
investigate synthetic wastewater behavior. Both have their own advantages and drawbacks. Synthetic 
wastewater is helpful in a way one can measure intermediates during the degradation and mineralization. 
Moreover, these kinds of experiments can be extended for a range of different concentrations for each 
compound. On the other hand, actual waste solution from a specific source is beneficial to solve the 
problem of a real case. As explained earlier, choosing the best method of remediation depends on the 
characteristics and concentrations of different compounds in a wastewater. For example, physical 
treatment processes are very effective to separate volatile organic compounds (VOCs) using a gas 
stripper column. For real effluents, sometimes employing different techniques is more beneficial to 
separate, degrade, and mineralize various components of different behavior. In the case of municipal and 
industrial wastewater treatment plant, different processes such as physical, chemical, and biological are 
being used to increase the efficiency. Deciding about the selection of treatment methods is also 
influenced by the intermediates produced during oxidization (the product of previous process). The entity 
of the chemicals after each chemical processes are normally changed due to chemical reactions 
occurred. Therefore, the selection, design, and operation of such processes and their post-treatment 
methods should be carefully carried out. The responsibility of chemical treatment techniques has the 
governing role in facilitating the remediation. Chemical processes can change the characteristics of 
chemicals such as toxicity and biodegradability. Therefore, suitable techniques should be opted for further 
cleaning of the new product. 

Among chemical technologies, a novel method that has been growing in recent decades is the advanced 
oxidation processes (AOPs) which are very potent in oxidization, decolorization, mineralization, and 
degradation of organic pollutants. Due to high oxidation rate of the chemical reactions caused by AOPs, 
the behavior of chemicals is significantly changed after the treatment. The degradation makes organic 
chemicals smaller and biodegradable. AOPs for wastewater treatment are not an economical process due 
to their high operating cost, thus; it is suggested to integrate these technologies with other post-treatment 
methods such as biological processes. The integration of advanced oxidation technologies and biological 
processes has been reviewed by Scott and Ollis (1995) [12], Tabrizi and Mehrvar (2004) [13], and 
Mantzavinos and Psillakis (2004) [14]. The aim of this study is to review and analyze recent studies on 
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the integration of AOPs and other conventional techniques for the treatment of water and wastewater 
during the period of 2003 to 2009. 

2. ADVANCED OXIDATION PROCESSES 

In the past two decades, advanced oxidation processes (AOPs) have been proven to be powerful and 
efficient treatment methods for degrading recalcitrant materials or mineralizing stable, inhibitory, or toxic 
contaminants [15]. These technologies could be applied for contaminated groundwater, surface water, 
and wastewaters containing recalcitrant, inhibitory, and toxic compounds with low biodegradability as well 
as for the purification and disinfection of drinking water. Advanced oxidation processes are those groups 
of technologies that lead to hydroxyl radical (.OH) generation as the primary oxidant (second highest 
powerful oxidant after the fluorine). These radicals are produced by means of oxidizing agent such as 
H2O2 and O3, ultraviolet irradiation, ultrasound, and homogeneous or heterogeneous catalysts. 
Investigators are trying to find better methods for .OH production. Hydroxyl radicals are non-selective in 
nature and they can react without any other additives with a wide range of contaminants whose rate 
constants are usually in the order of 106 to 109 mol.L

-1
.s

-1 [16-17]. These hydroxyl radicals attack organic 
molecules by either abstracting a hydrogen atom or adding hydrogen atom to the double bonds. It makes 
new oxidized intermediates with lower molecular weight or carbon dioxide and water in case of complete 
mineralization. A full understanding of the kinetics and mechanisms of all the chemical and photochemical 
reactions involved under the condition of use are necessary, by which, based on the well understood 
mechanisms, optimal conditions could be obtained.  

The most eye-catching drawback of advanced oxidation technologies is their operating cost compared to 
other conventional physicochemical or biological treatments. Therefore, AOPs cannot achieve complete 
mineralization due to this restriction. One of the most reasonable solutions to this problem is coupling 
AOPs with other treatment methods. Advanced oxidation processes often are employed as a pre-
treatment method in an integrated system. AOPs are also able to enhance the biodegradability of 
contaminants through converting recalcitrant contaminants into smaller and consequently more 
biodegradable intermediates. This integration is justified commercially when intermediates are easily 
degradable in the next process. There are some review papers on the integration of chemical and 
biological treatment processes [12-13, 17]. In this study, recent achievements and developments on the 
integrations of AOPs and other treatment methods during the period of 2003-2009 are provided. Table 1 
shows the main results along with the operating conditions obtained by the recent studies. The selection 
of the method, the equipment, the operating conditions, and the sequence of the processes are better 
obtainable based on the recent achievements. 
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Table 1: Summary of recent studies on the Integration of AOPs with other processes for water and wastewater treatment 

Target 
Compound(s) 

System and Method Efficiency References 

 
Surfactant effluent 
containing 
abundant sulfate 
ions 

 
Initial COD: 1500 and 490 mgL-1, Lab 
scale Fenton process effluent 
concentrations were 230 and 23 mg 
L-1 after 40 min. In pilot scale Fenton 
followed by immobilized biomass 
reactor was employed.   

 
40 min for Fenton process and 2 h for biological 
treatment were sufficient to reduce the effluent 
concentration up to less than 100 and 5 mgL-1 for 
COD and LAS concentration. The effect of ferrous 
ions is more important than that of H2O2. Sufficient 
dosage of Fe+2 was 600 mgL-1 for an efficient 
treatment. Increasing the H2O2 leads to higher 
biodegradability. 
 

 
18 

Pulp and paper  2 different samples with 2500 and 
3520 mgL-1 COD, were treated by 
some chemicals (alum, lime and 
polyelecetrolyte) up to 1900 mgL-1, 
Followed by activated sludge process 
up to 260-400 mgL-1, then secondary 
wastewater was treated by different 
methods such as ozonation, catalytic 
ozonation, H2O2/O3, and Fenton.   

The removal efficient of secondary wastewater was 
arranging: Fenton > H2O2/O3 > Ozonation > catalytic 
ozonation with metal oxides.  In ozonation: for higher 
COD, 60% COD reduction was observed after 1 h. No 
further degradation was found after 2 h. For lower 
COD in less than 30 min, 200 mgL-1 effluent was 
obtained. Fenton process showed 88% and 50% COD 
reduction for secondary and raw wastewater. 
Optimum chemicals concentration ratios were 0.5 
mol/1 mol Fe+2/H2O2 and 2 mol/1 mol H2O2/COD.  
 

19 

Landfill leachate Wastewater pretreated by sequence 
batch reactor was used for additional 
advanced oxidation such as O3, 
O3/pH adjustment (pH 9), H2O2, 
O3/H2O2 and performic acid 
 

After 2h pretreatment with activated sludge, ozone 
and pH adjusted ozone showed the highest 
biodegradability. The most efficient method was 
observed in combination of O3/H2O2 and biological 
treatment as pre- and post-treatment. Performic acid 
did not show any TOC reduction. 
  

20 

2,4,5-
trichlorophenol 

122 ml bench scale photocatalytic 
circulating-bed biofilm reactor 
(PCBBR), high intensity UV lamp and 
Degussa P25 TiO2 were used for 
irradiation source and photocatalyst, 

UV photocatalysis alone did not show any degradation 
up to 96 h, After the addition of carriers with biofilm, 
biodegradation of acetate was started quickly up to 
200h and then smooth acetate concentration was 
observed. 

21 
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respectively 
 
 
Hydroxyl-benzene 

 
 
Photo-Fenton process in a 8 L 6-lamp 
CPC solar continuous photoreactor 
for treating raw river water and 
pretreated with slow sand filtration 
river water  

 
 
Photolysis (with H2O2 and without Fe+3) showed 57% 
and 65% TOC reduction before and after SFF. Fe+3 

concentration even as low as 1 mgL-1 depicted 
treatment improvement drastically. The presence of 
H2O2 under sunlight resulted in 50% mineralization. 
 

 
 

22 

Cibacron Red FN- 
R 

A two stage aerobic-anaerobic 
method followed by photo-Fenton and 
ozonation processes was employed. 
The initial concentration of 
wastewater samples were 250, 1250, 
3135 mgL-1.  

Aerobic treatment showed less than 9% 
biodegradation after 28 days. The photo-Fenton 
process conducted with different ratios of Fe+3/H2O2, 
10/250, 20/500, and 100/2500 mgl-1/mgl-1. DOC 
reduction was increased with increasing of Fe+3 and 
H2O2. After 30 min, DOC was reached a plateau and 
no further DOC removal was observed. Ozonation 
was carried out with different pH (3, 7, 10, and 10.5). 
pH 10.5 showed the best results (83% mineralization 
in 150 min). Neutral and acidic ozonation showed 48% 
degradation. 
 

23 

Phenol Hydrodynamic cavitation combined 
with advanced Fenton was employed 
for treating phenolic wastewater (2.5 
mM).Hydrodynamic cavitation was 
generated by a liquid whistle reactor 
(LWR). 

Results showed that both hydrodynamic cavitation and 
advanced Fenton have greater efficiency for lower 
phenol concentration. Continuous leaching resulted in 
higher concentration of iron ions with longer residence 
time. Increasing H2O2 dose in the range of 500-2000 
mg/L led to greater TOC removal. In hydrodynamic 
cavitation, applied pressure had positive effect on 
TOC reduction. The closer distance between orifice 
and catalyst bed also performed better TOC removal.  
 

24 

Nonylphenol (NP) Sonochemical reactor equipped with 
300kHz ultrasound transducer and 
cooling system, combined with 
biosoprtion of fungal cultures was 
used for treating different 

US-Fenton process showed better degradation rate in 
case of lower initial contaminant concentration. Lowest 
initial concentration performed the complete 
mineralization. On the other hand, US only and Fenton 
only were ineffective after 1-2 h. Biosorption showed 

25 
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concentrations (100, 500, and 1000 
ppm) of polluted water.  

around 39 and 60% removal after 4 and 7 days. Initial 
concentration did not affect the removal percentage. In 
combined method 74 and 88% NP removal were 
observed after 1h US/Fenton and subsequent 4 and 7 
days biosorption, respectively. 
 

Methomyl, 
Dimethoate, 
Oxamyl, 
Cymoxanil, 
Pyrimethanil 

50 mgL-1 concentration of each 
compound was used to be treated in 
combined AOP/biological method. 
AOPs were TiO2 photocatalysis and 
photo-Fenton. 35 L solar pilot plant 
equipped with 3 CPCs for TiO2 
photocatalysis and 75 L solar pilot 
plant using 4 CPCs were employed 
for AOP stage. A 35 L aerobic 
immobilized biomass reactor (IBR) 
was used for biological treatment. 

90% DOC removal was observed in 1197 and 512 min 
in case of case of TiO2 photocatalysis and photo-
Fenton. Shorter irradiation time with two different iron 
concentrations (20 and 55 mgL-1) resulted in 50 and 
72% DOC reduction. Photo-Fenton process showed 
greater pesticide degradation (more than twice) than 
the TiO2 photocatalysis. Pretreatment by photo-Fenton 
process decreased toxicity from 90 to 47%. 
Biodegradability tests showed 70% biodegradability is 
obtained after 12 days. Combined batch method 
showed 85% efficiency (23% AOP, 62% biological 
treatment). Combined batch AOP and continuous 
biological treatment showed more than 90% removal. 
 

26 

Procion blue A 130 ml plate and frame 
electrochemical flow cell  and 
immobilized photocatalytic UV reactor 
were employed for degradation of 50 
mg/L procion blue solution 

Photo-electrochemical and photocatalytic 
electrochemical methods showed 98% dye 
degradation within 7 h. After 4 h different combined 
method showed more than 90% color removal. COD 
removal was proportional to applied current. The 
optimum TiO2 concentration was 40 mgL-1. Acidic 
condition performed greater degradation. 
 

27-28 

Reactive black 5 
(RB5), Reactive 
blue 13 (RB13), 
Acid orange 7 
(AO7) 

Fenton processes followed by aerobic 
biological treatment (sequential batch 
reactors) were used for 50 mg/L dye 
solution. Different factors such as pH, 
H2O2 and Fe+2 were optimized.  

pH 3 showed the highest decolorization for all dyes 
(more than 99%), Decolorization was increased at 
higher H2O2 concentration up to an optimal dose(50 
mgL-1). optimal Fe+2 dose was found to be 15 mgL-1. 
82, 89, and 84% COD removal was observed for RB5, 
RB13, and AO7, respectively. 
 

29 

Pharmaceutical The combination of solar AOP Industrial effluent containing α-methylphenylglycine 30 
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factory  effluent followed by biological treatment. Four 
CPC with 1.04 m2 with 50 mm 
diameter absorber tubes. Initial TOC 
was 500 mgL-1. Iron concentration 
was 20 mgL-1.  

(MPG) treated using a pilot plant. Fenton (Fe+2 = 20 
mgL-1) process showed complete degradation and 
70% TOC reduction in less than 1 h with seawater, but 
in case of distilled water, the degradation rate was 3 
times greater. 60 mM of H2O2 is required to degrade 
MPG. For complete MPG degradation, 30-35 mM 
H2O2 is required and also for cost minimization, the 
H2O2 concentration should be kept around 150 mgL-1. 
Batch mode treatment in immobilized biomass reactor 
(IBR) showed 80% TOC reduction for pre-treated 
water after 4-5 days. 150 min illumination is required 
to reach the biodegradability threshold. In industrial 
scale, 100 m2 CPC collectors are sufficient to treat 3 
m3/day wastewater.     
 

Textile surfactant 
formulation 

UV/H2O2 using 40 W low pressure 
mercury vapor lamp carried out with 
different pH (from 5 to 12) and H2O2 
dose from 10-100 mM for treating 
textile surfactant formulation with an 
initial 1000 mgL-1 COD.  

pH did not show significant influence on the AOP 
mechanism but the pH was decreased until neutral 
condition due to formation of the acids during 
degradation. The optimal H2O2 dose was found to be 
917 mgL-1. Biodegradable COD was increased from 4 
to 14-15% when the UV/H2O2 (60 mM H2O2 and 60-90 
min illumination time) was used as a pretreatment. 
Rapidly hydrolysable COD significantly increased 
during photochemical treatment but against results 
were found for slowly hydrolysable COD.  
 

31-32 

Distillery 
wastewater 

The distillery spent wash was pre-
treated by thermal and sonication 
(ultrasonic bath) and ozonation (flow 
rate: 260 l/h) processes sent to 
biological treatment process. 

Ultrasonic (US) pretreatment did not show significant 
COD (13% after 48 h), decolorization, and TOC 
reduction but converted complex organic compounds 
into smaller ones. Ozonation was effective on the 
decolorization and COD reduction (45.6%) and the pH 
was decreased 0.1-0.2 units every 2 min. Oxidizing 
and mineralization rate was enhanced with an 
increase of ozone flow rate. Ozonation pretreatment 
resulted in greater biodegradability enhancement than 
US. 

33-34 
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Diuron and 
Linuron 

42 mgL-1 Diuron and 75 mgL-1 Linuron 
was chosen for the photo-Fenton and 
biological treatment. Different doses 
of H2O2 (97.1, 143, and 202 mgL-1) 
and Fe+2 (9.25, 13.3, and 15.9 mgL-1 ) 
were used for photo-Fenton process.  

TOC reduction was significantly enhanced by an 
increase of Fe+2 and H2O2 doses. Inorganic acids such 
as acetic acid, oxalic acid, and formic acid were 
produced, reached a maximum and then degraded 
during photo-Fenton process, higher dose of H2O2 and 
Fe+2 resulted in greater production and degradation 
rate. 
 

35-36 

 
 
Natural water 
systems 

 
 
Enhanced coagulation (using alum 
and ferric chloride) and photocatalytic 
oxidation (UV/TiO2) were employed to 
treat three different natural water 
samples.  
 

 
 
Ferric chloride coagulation showed better coagulation 
compared with alum. 

 
 

37-38 

Reactive black 5 
(RB5) 

Fenton process in 800 ml cylindrical 
glass reactor was combined with 
yeast as a post treatment was 
employed to degrade 100-200-300-
500 mgL-1 RB5. The Fe+2/H2O2 ratio 
was 10. 

Decolorization rate was significantly decreased with 
an increase of RB5 concentration so that after 60 min, 
98 and 62.6% decolorization was observed for 100 
and 500 mgL-1 samples. For solution concentration 
greater than 200 mg-1 incomplete decolorization was 
observed. The reaction rate constant for 100 mgL-1 
solution was 10 times greater than that of 500 mgL-1 

but the half-life was 0.01 of the latter solution. 
Decolorization under yeast experiment was not able to 
completely decolorize concentration greater than 200 
mgL-1. The impact of initial concentration in biological 
treatment was lower. The combined method showed 
complete decolorization of 500 mgL-1 solution. 
 

39 

Natural organic 
matter (NOM) 

Combined UV/H2O2 (equipped with 
LP lamp) and biological activated 
carbon (BAC) in a 2 cm diameter 
column used for degradation of NOM. 

Disinfection by product formation potential (DBP-FP) 
was effectively removed during UV/H2O2 at higher UV 
fluency, but AOP-BAC showed significant organic 
carbon content reduction. During AOP the 
concentration of dichloroacetic acid (DCAA) increased 

40 
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due to formation of some intermediates such as 
aldehydes but in subsequent BAC, DCAA 
concentration was significantly decreased. 
Trihalomathane formation potential (THM-FP) and 
trichloroacetic acid formation potential (TCAA-FP) also 
showed no change or slight reduction in AOP, and 
great removal was observed during integrated AOP-
BAC. 
 

Resin acids 
(abietic acid, 
dehydroabietic 
acid, isopimaric 
acid) 

Different AOPs such as ozonation, 
O3/UV, O3/UV/H2O2 in a 1.5 L 
photoreactor combined with activated 
sludge were used. 

The highest COD reduction was observed under 
O3/UV/H2O2 @ T=800C. Higher temperature resulted 
in lower required ozone for degradation. 
Dehydroabietic acid showed greater resistance to be 
oxidized by ozone. Biological post-treatment indicated 
that the biodegradability of resin acids was decreased 
during AOP because of the production of more 
resistant byproducts. 
 

41 

Reactive red 195A 
(RR195A) 

Combined UV/H2O2 and moving bed 
biological reactor was used for 
treatment the experimental design 
was based on H2O2dose, radiation 
time and circulation ratio (0 to 600%). 
 

The optimization was carried using Box-Wilson 
statistical design method. The greatest impact was 
observed by recirculation ratio. In addition, higher 
irradiation time and H2O2 dose were effective for better 
decolorization.  

42 

Tetrahydrofuran 
(THF), 1,4-
dioxane, pyridine 

Biodegradability of the compounds 
individually and mixed was analyzed 
after UV/H2O2 and UV/O3  

UV/H2O2 showed greater efficiency for increasing 
biodegradability and destruction than UV/O3 for 
treating THF solution. For dioxane solution UV/H2O2 
degraded all the contaminants within 60 min but did 
not show biodegradability improvement. No 
biodegradability enhancement was observed during 
UV/O3 and UV/H2O2 of pyridine. UV/O3 slightly 
improved the biodegradability of the mixture. 
 

43 

Deltamethrin, 
lambda-
cyhalothrin, 

100 mgL-1 of three pesticides with 
6500, 6300, 6500 mgL-1 COD were 
selected for O3 and O3/UV 

Over 80 and 92% degradation observed under O3 and 
O3/UV, respectively. Higher pH showed positive effect 
on the degradation and COD reduction. In combined 

44 
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triadimenol degradation alone and combined with 
biological treatment. 

process, O3/UV pre-treated solution showed higher 
degradation rate as compared to O3 pretreated, 
aerated, and raw solutions. Temperature was effective 
for enhancing the biodegradation. 
 

Pulp and paper 
effluent 

Combined AOP (photocatalysis or 
ozonation) and biological process was 
assisted  for treating Kraft E1and 
black liquor effluent. TOC of these 
effluents were 934 and 128750 mgL-1. 

Suspended photocatalysis showed a better 
decolorization for Kraft E1 with respect to ozonation 
(54 versus 27%). On the other hand, decolorization of 
black liquor effluent was more desirable with 
ozonation (14 versus 5%) due to the darkness of the 
solution. Photocatalysis showed 45% improvement for 
mineralization of Kraft E1, but ozonation enhanced 
37% mineralization in combined method. 
 

45 

 
 
Green table olive 
processing 
wastewater 

 
 
Lab scale and pilot scale of biological 
treatment followed by electrochemical 
reactor in the presence and absence 
of H2O2 was studied. 

 
 
Inoculums’ size performed positive effect on COD 
removal so that 104 and 106 conidialml-1 showed 71.5 
and 85.5% COD reduction. pH decreased faster for 
the high inoculum concentration. Most of the 
contaminants were degraded completely during 
biological treatment. Pre-treated solution was sent to 
electrolytic reactor with various H2O2dose (0, 2.5, and 
5 v%). Results showed that the degradation was 
increased in the presence of H2O2. In pilot plant, 98% 
COD reduction was obtained during combined 
processes.  
 

 
 

46 

Dissolved organic 
matter (DOM) in 
drinking water 

Single stage and multistage 
ozonation-biological and AOP-
biological treatment were used for 
oxidizing DOC of the reservoir water 
and secondary effluent of the 
municipal wastewater when the DOC 
concentration was 20 mgL-1. 

AOP-biological showed better mineralization rather 
than ozonation-biological. Further mineralization was 
achieved in multi-stage process, because in each 
biological stage, BDOC portion of the effluent was 
removed because this fraction can act as radical 
scavenger. Single stage and Multistage ozonation-
biological did not perform significant oxidization for 
residence time greater than 15 min.  

47 
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4-chlorophenol (4-
CP) 

Photo-Fenton in 2.2 L reactor 
followed by sequencing batch biofilter 
reactor (SBBR) was used for treating 
200 ppm of 4-CP 

H2O2 showed higher influence on the degradation rate 
rather than Fe+2

 and temperature. Moreover, higher 
H2O2 dose improved the biodegradability of the 
solution.     
                     

48 

 
Cibacron brilliant 
yellow 3G-P 

 
Combined photocatalysis (1 mgL-1 
TiO2) and aerobic biological (activated 
sludge) treatment was used for 100 
mgL-1 of the target. 

 
Higher decolorization rate was observed under 
aerobic treatment of partially photocatalytically pre-
treated solution. Acclimated sludge also increased the 
oxygen uptake rate of the solution. 
 

 
9-10 

Winery 
wastewater 

Solar homogeneous and 
heterogeneous photo-Fenton process 
was employed in the presence of 10 
mLL-1 H2O2 for treating winery 
wastewater (COD= 3300 and TOC = 
969 mgCL-1) 

Unlike the heterogeneous photo-Fenton, 
Homogeneous method required additional H2O2 during 
the experiments. Homogeneous performed higher 
degradation rate and TOC reduction rather than 
heterogeneous photo-Fenton. The heterogeneous 
Fenton method was advantageous because further 
precipitation was not necessary.     
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Cellulose effluent 

 
The effluent from the acid stages of 
the bleaching process of Eucalyptus 
urograndis wood was examined by 
activated sludge followed by UV 
radiation (200 ml batch reactor)   

 
Activated sludge increased the wastewater color but it 
was very effective for COD and BOD reduction. UV 
radiation was helpful for decolorization and it showed 
lower ability for COD and BOD removal. The 
combined system did not show any improvement for 
further BOD and COD reduction. 
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Mixed industrial 
wastewater 

Pathogen removal and re-growth of 
an UASB effluent was studied with 
ozonation, UV, UV/H2O2 , peracetic 
acid (PAA)   

Increasing the ozonation time did not improve the 
pathogen removal. 350 mgL-1 H2O2, 15 V% PAA, and 
120 sec UV radiation was effective for above 99% 
pathogen inactivation. In higher temperature (350C) 
pathogen re-growth was higher.   
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Semiconductor 
wastewater 

Combined physical (fixed bed air 
stripping column), chemical (Fenton 

Air stripper was used to recover isopropyl alcohol 
(IRA). IPA recovery was enhanced by increasing air 
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process), and biological (sequencing 
batch reactor (SBR)) was employed 
for treating a semiconductor 
wastewater and recover isopropyl 
alcohol.   

flow rate, temperature and separation time. Fenton 
was very effective at pH between 2 and 5. Lower 
FeSO4 dose (lower than 5 mgL-1) showed greatest 
COD reduction. The removal rate was also increased 
under higher H2O2 flow rate up to 1 ml/min. 
Temperature was also beneficial for better Fenton 
efficiency. SBR with 12 cycles performed well to 
reduce COD from 600 to 100 mgL-1.  
 

2,4-dichlorophenol  
(2,4-DCP) 

100 ppm 2,4-DCP was treated in 
combined ozonation and biological 
treatment (activated sludge and 
acclimated biomass with phenol) 

Ozonation improved the biodegradability of the 
solution from 0 to 0.25 and 0.48 for BOD5/COD and 
BOD21/COD. Activated sludge (non-acclimated with 
phenol) showed better removal rate than that of 
acclimated to phenol. 
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Linear 
alkylbenzene 
sulfonate (LAS) 

76.6 L Pilot plant cylindrical 
photoreactor (UV/H2O2) for 12, 25, 50, 
100 mgL-1 LAS  

Biodegradability was increased during LAS 
photocatalysis especially for lower concentration of 
LAS. Over 90% of LAS was removed and 
biodegradability increased up to 0.4 during 90 min. 
Solution BOD was increased with photocatalysis 
residence time. 
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Methyl tert-butyl 
ether (MTBE) 

3 L batch glass photoreactor 
equipped with 2 different UV lamps 
with wavelengths 365 and 254 nm 
employed for UV/H2O2 and UV/TiO2 
followed by biodegradation using SBR 

Over 90% MTBE removal achieved by UV/H2O2 within 
1 h. Optimal H2O2 dose was 14 times greater than 
MTBE dose. UV-254 was more effective than UV-365 
for both UV/H2O2 and UV/TiO2 in degrading MTBE. 
UV/H2O2 and UV/TiO2 were not effective for enhancing 
the biodegradability of solution. 
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Wool scouring 
effluent 

 Flocculation followed by aerobic 
biological treatment is being used to 
treat and UV/H2O2 was used as a 
post-treatment process. Biological 
treatment was also used as a post-
treatment process. 

BOD5 was increased during UV/H2O2 from <10 to 86 
mgL-1. COD and TOC were removed by 75 and 85%, 
respectively. Decolorization was complete in less than 
30 min. pH variation was ineffective on COD and TOC 
reduction. Higher COD removal was achieved in 
integrated AOP and Biological post-treatment. 
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Oily wastewater 
from the lubricant 
unit 

UV/H2O2 followed by biological 
(Pseudomonas putida DSM 437) 
treatment used to treat oily 
wastewater containing ethylene 
glycol, phenol, p-cresol, o-cresol. 
Direct biological results were 
compared to integrated system 

Biodegradation alone showed 60% COD reduction.  
Fe+3/UV/H2O2 improved COD reduction rather than 
UV/H2O2 from 5 to 30% within 10 min. Integrated 
photolysis and biological showed greater organics 
removal relative to direct biodegradation. For example 
ethylene glycol was 100% removed from the solution. 
COD removal was increased from 60 to 72% by 
integrated process. 
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3. PHYSICAL PROCESSES 

Physical processes are widely used in the water and wastewater treatment plants. These physical 
techniques are based on the separation of one or more compounds from the waste stream. Because of 
the separation, the pollutant is transferred from one phase to another. Therefore, further treatment is 
required for the degradation of the contaminants in the second phase. Physical methods are employed 
mainly to separate large settleable and floating matter, clarify turbid solutions, recover and recycle 
valuable substances utilized in the main processes and separating inorganic materials. The conventional 
and advanced physical techniques include filtration, adsorption, gas stripping, and others. Physical 
treatment methods can be used before or after the advanced oxidation processes depending on the 
influent nature and its concentration as well as the AOPs operation conditions. Using physical techniques 
in wastewater treatment before and after the AOPs can be selected based on the consideration of various 
aspects of applications provided as follow: It is believed that the insoluble compounds and solid matter 
should be removed before any chemical or biochemical treatment because these materials may damage 
the equipment, increase the size of the equipment, results in a greater cost, and reduce the process 
efficiency. 

For AOPs utilizing an irradiation source such as UV lamps (UV/H2O2, UV/O3, UV/TiO2, photo-Fenton and 
others), turbid solutions reduce the efficiency of the system. Turbidity decreases the local volumetric rate 
of energy absorption (LVREA) in the photoreactor, thus, the attenuation coefficient inside the reactor 
increases and it leads to smaller photochemically effective radiation field. Therefore, it is required to 
reduce the turbidity of the solutions by means of physical methods. The presence of some compounds in 
the solution that can adsorb on the surface of the catalyst results in deactivation of the catalyst due to the 
occupation of active sites. The lower amount of valent sites decreases the mass transfer between the 
catalyst and the species exist in the reactor, therefore, it reduces the number of hydroxyl radicals 
generated in the system. Some substances can also increase the agglomeration and aggregation of the 
catalyst powders in the system and reduce the mass transfer rate and system efficiency. 

Free radical scavengers such as carbonate and bicarbonate ions reduce the number of hydroxyl radicals 
and system efficiency. Furthermore, these ions increase the attenuation coefficient and reduce the 
irradiation field. Physical and chemical methods can be employed for reducing such ions. Inorganic 
compounds such as heavy metals along with some chemicals may be detrimental to the AOPs and other 
subsequent processes. Therefore, they should be removed before AOPs. These substances are 
generally removed by adsorption, biosorption, and partition [58] methods such as granular activated 
carbon (GAC) column [59], biological activated carbon (BAC) column [60], unmodified clays (kaolinite and 
smectite) organoclays modified with short and long chain organic cations [61], or natural and modified 
zeolite [62].   

It is beneficial to remove some compounds that have relatively lower oxidation potential than other 
compounds in the wastewater solutions by low cost physical methods. The separation of such 
compounds can help to keep the concentration of hydroxyl radicals high enough. The separation of 
volatile organic compounds is also helpful before ultrasonic AOPs. The oxidation of volatile organic 
compounds by acoustic cavitation is usually conducted by combustive reactions due to their extremely 
high temperature and pressure. If these compounds are removed before advanced oxidation processes, a 
lower power and ultrasonic intensity are required to oxidize the wastewater. 

As mentioned earlier, AOPs change the characteristics and entity of the chemicals during the process, 
therefore, sometimes it is beneficial to use physical post-treatment. For example, the effluent of the AOPs 
may be adsorbed better by GAC. The most important issues in designing integrated processes such as 
fixed and operating costs should not be disregarded in order to achieve the desirable concentration limit 
of compounds. 

4. BIOLOGICAL TREATMENT 

 Biological treatment methods are very common in wastewater treatment plants. These processes are 
useful for treating biodegradable waste streams. The use of biological treatment is attractive due to its low 
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operating cost but the residence time is very high relative to that of other processes. On the other hand, 
the removal rate of advanced oxidation processes is relatively high while the operating cost is relatively 
expensive due to the use of reagents and irradiation sources. Capital and operating costs of biological 
treatment methods are 5-20 and 3-10 times cheaper than those of chemical methods, respectively [56-
63]. Based on the cheaper construction and their operating cost, it is desirable to maximize the residence 
time and the removal rates of contaminants in biological processes. Biological treatment techniques are 
classified into two main groups: aerobic and anaerobic. Aerobic processes could be carried out by 
suspended (activated sludge), attached (biofilm reactor, trickling filter, and rotating disk contactor) or 
combined (moving bed biofilm reactor) depending on the operating conditions and wastewater 
characteristics. Wastewater can also be treated by anaerobic processes such as up-flow anaerobic 
sludge blanket (UASB), anaerobic fluidized bed reactor (AFBR), expanded granular sludge bed (EGSB), 
and anaerobic baffled reactor (ABR). Anaerobic techniques are usually employed for treating a 
concentrated municipal and industrial wastewater. 

Depending on the type of wastewater, the nature of compounds and their concentrations, the integration 
of AOPs and biological processes could be designed in different configurations as follows: Wastewater 
solutions containing compounds which are toxic and inhibitory to biomass are necessary to be pre-treated 
by advanced oxidation processes. The AOPs reduce the toxicity of the wastewater. AOPs are also 
beneficial to pre-treat the wastewater containing bio-recalcitrant substances. This kind of wastewater is 
not biodegradable enough to be treated by biological processes. If the ratio of the BOD/COD of a 
wastewater is lower than 0.4, it is categorized as non-biodegradable or low in biodegradability [10,13]. 
Most AOPs enhance the biodegradability of the wastewater usually by decreasing the COD load. A class 
of waste solutions and wastewater streams is categorized as a biodegradable wastes with small amounts 
of recalcitrant compounds. This group contains a wide range of domestic and industrial effluents because 
none of the effluents after preliminary physical treatment is totally biodegradable. For this type of 
wastewater, AOPs could be applied as a pre-treatment or post-treatment stage depending on the 
concentrations of the compounds. 

A wastewater with high COD or TOC is usually treated in an anaerobic process for decreasing the organic 
load of the effluent. AOPs are useful to be employed as a post-treatment of anaerobically treated effluent 
to further destroy the residual compounds dissolved in the wastewater. For a wastewater with a high 
organic loading that is not highly biodegradable, it is useful to apply integrated processes such as 
anaerobic process, AOP, and another aerobic process in sequence.  In the first stage (anaerobic 
process), a large portion of COD is removed from the effluent. Then in AOP, non-biodegradable residuals 
are decomposed to smaller and more biodegradable molecules which are suitable for aerobic treatment in 
the final stage. The effluents with high biodegradable organic loading could be treated by integrated 
anaerobic-aerobic-AOP processes. The first two stages are employed to reduce the COD, BOD, and TOC 
and further polishing. Using the last stage is also effective for post-treatment of residuals. Multi-stage 
integrated AOP-biological treatment is also advantageous for a class of wastewater solutions (bio-
recalcitrant and inhibitory streams) for decreasing operating cost of the treatment but it requires a 
relatively higher capital cost. Instead of using multi-stage integrated AOP-biological systems, recycling is 
another alternative for higher removal rate of contaminants. Recycling is helpful to keep the fixed cost 
lower than that of multi-stage processes. The circulation ratio is an important factor to determine the 
efficiency of the integrated AOP-biological method. The optimization of circulation ratio is beneficial to 
maximize the system efficiency and minimize the operating cost. 

5. BIODEGRADABILITY 

In the integration of advanced oxidation technologies and biological processes, the main responsibility of 
advanced oxidation processes is to enhance the biodegradability of the wastewater not the complete 
oxidation, mineralization, and COD or TOC reduction because COD and TOC can be reduced during low 
cost biological method. Therefore, it is desirable to increase the biodegradability of wastewater in the 
AOP stage as much as possible. The biodegradability of a solution can be evaluated as follows: 

- BOD enhancement  
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- BOD/COD enhancement 

- BOD/TOC enhancement 

Most of studies have emphasized on the enhancement of BOD/COD relative to the others. It is important 
to note that sometimes BOD/COD enhancement is due to only COD reduction and it may not result in a 
higher biodegradability. Although the COD of the solution is decreased, AOP may decompose the 
complex and toxic compounds and produce a relatively more toxic daughter compounds with lower BOD 
than that of the parent compounds. Therefore, the biodegradability is increased in the case of both COD 
or TOC reduction and BOD enhancement. 

6. INTEGRATION OR COMBINATION? 

In recent years, different studies have tried to increase the efficiency of AOPs by using various methods 
such as integrated (sequential) and combined (simultaneous) processes. As explained earlier, the main 
purpose of integrating different treatment methods is to enhance the process efficiency as well as to 
reduce the operating cost. On the other hand, a combined process is used for intensification of the 
process. Neelavannan et al. (2007) [27-28] showed that combined photocatalytic and electrochemical 
processes performed a better procion blue dye degradation rate as compared to that of integrated 
processes. The main parameter in combined processes to evaluate the effectiveness of the system is the 
synergetic effect. Synergetic effect is a parameter that shows the enhancement of organic compounds’ 
degradation under combined method relative to the linear combination (sequential) method. The 
synergetic effect could be estimated as follow [17]:  

constant rate methods individual ofsummation Linear 

constant ratereaction  Combined
effect Synergetic =                           (1) 

The existence of two or more advanced oxidation processes often results in a greater degradation rate 
due to several factors that are explained in details in the next sections. The design, construction, 
operation, and maintenance of combined (simultaneous) advanced oxidation processes is more difficult 
than those of the individual methods, but by combining various technologies, lower capital and operating 
costs are achievable. It is obvious that the purpose of combination of advanced oxidation processes is to 
enhance the degradation rate that is not achievable by a single process alone under the same condition. 
Several factors are required to be considered simultaneously in combined advanced oxidation 
technologies. These factors are as follows: 

Method: The strength of different combined methods is useful to decide whether this hybrid system is 
beneficial. For those methods employed to degrade organic compounds or to enhance the 
biodegradability, the combined method which has the greatest removal rate would be the best choice. On 
the other hand, if the goal of the treatment is mineralization, it is better to select the combined system that 
has the highest TOC reduction rate. 

Residence time: The product of the synergetic effect and residence time is equal to the summation of 
individual processes’ residence times. 

Cost: Fixed and operating costs of hybrid methods are less than those of the summation of different 
individual process. By increasing the synergetic effect, these costs can be even less. Synergetic effects of 
less than one are almost always not practical due to the lower degradation rate and higher maintenance 
cost. It is also not economical to combine different methods with the synergetic effect slightly greater than 
one when the contribution of a method is lower in the degradation of organic compounds and synergetic 
effect. 

Energy: In combining different single processes, the amount of energy or power required for the 
degradation should be considered. Methods employing UV, ultrasonic irradiation, ozone generation, gas 
sparging, and mechanical mixing consume a higher amount of energy relative to others, but they enhance 
the degradation rate. 
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There are many studies in combining different AOPs such as combined photocatalysis and ultrasound 
[64-71], ozonation and ultrasound [72-74], photo-Fenton processes [75-77], and combined Fenton, photo-
Fenton, and ultrasound [78-85]. Combining an advanced oxidation technology and biological process is 
very rare because hydroxyl radicals’ formation during the AOPs may be inhibitory to biomass. Moreover, 
the presence of H2O2 is also poisonous to microorganisms. Therefore, it is better to use the combined 
system in the AOP part to enhancing the oxidation and biodegradability in less time. In studying the 
behavior of the integration of combined AOPs and biological treatment processes, it is better to define a 
new parameter to depict the biodegradability enhancement due to the combination of different methods. 

 
processes individualby t enhancemenbility biodegrada Total

process combinedby t enhancemenbility Biodegrada
 t enhancemenbility biodegrada Synergetic =             (2) 

This equation shows the amount of additional BOD produced by combined process. This equation is 
useful in evaluating the integrated AOP-biological process efficiency as the biodegradability enhancement 
is necessary to be achieved. 

7. KINETICS AND MODELING OF INTEGRATED PROCESSES 

AOPs have their own kinetics and mechanisms for oxidizing organic compounds depending on irradiation 
source characteristics and the type and the dose of reagents functioning in the reactor. Different studies 
carried out for modeling AOPs such as UV/H2O2 [5, 86], photocatalysis [87], and Fenton [88-89]. A few 
studies were carried out for modeling of integration processes [86, 90-91]. 

7.1 BIOLOGICAL MODELING 

Usually biological reactions are modeled by Monod [90, 92-95], Haldane [90], two-step Haldane [90], 
Contois [96-97], and Grau [98]. The Monod equation has been found as an acceptable and powerful 
mathematical expression fitted to experimental data described as follows [90]: 

CODK

COD

COD +
= maxµµ                   (3) 

where µ and µmax are the specific and maximum specific growth rates of microorganisms, KCOD is the half 
saturation constant, and COD is standing for any limiting organic source (COD concentration), 
respectively. In case of KCOD << COD that is applicable to no inhibition, Monod equation can be simplified 
as follows [90, 94]:  
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                                             (4) 

Cell yield coefficient can be defined based on the COD consumption and volatile suspended solids  
(VSS) production during aerobic biochemical degradation and it can be defined as follows [90]: 

CODCOD

VSSVSS
Y CODVSS

−

−
=

0

0
/                                    (5) 

where VSSo and VSS are the initial and final volatile suspended solids in the bioreactor, and CODo– COD 
is the organic consumption during the biological treatment. Rivas et al., (2003) [91] also employed 
Equation (5) based on the utilization of biodegradable COD fraction.  

Monod expression can be employed for modeling as follows: 
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If   A = 
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, and KCOD << [COD], after integration of the 

equation, following equation can be achieved: 
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A plot of the left hand side of Equation (8) versus t should give a straight line to find the parameters of 
interest. 

7.2 MODELING OF ADVANCED OXIDATION TECHNOLOGIES 

Modeling of the AOPs is carried out based on the summation of degradation rates in different methods 
such as direct photolysis, direct ultrasonolysis, direct ozonolysis, the degradation due to hydroxyl radicals 
attack, and the degradation due to the synergetic effect. A typical kinetics of US/UV/H2O2 and US/UV 
reaction can be written based on the degradation rate of individual processes and the impact of the 
synergetic effect as follows [73, 83, 86]:  
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where , , , and  are quantum yield, light intensity, molar absorptivity, and the compounds’ 
concentration. Kpyr and K.OH are the constant of pyrolytic decomposition rate of organic compounds and 
the constant of the rate of reaction between organics and hydroxyl radicals, respectively.  is the 

synergetic effect constant representing the degradation rate enhancement due to combined treatment 
methods.  In the combined UV/US/H2O2 processes, organic compounds are oxidized through direct 
photolysis, combustion or pyrolysis, free radical attack, and the synergetic effect predicted by combined 
system. If the completely mixed solution is assumed, the degradation of contaminants is due to the 
location of UV lamps, ultrasonic transducer, and the physical and geometrical characteristics of the 
reactor. The location of the ultraviolet lamps and ultrasonic irradiation is also very critical for determining 
the synergetic effect. The highest synergetic effect is predicted when the UV lamps bounded with 
ultrasonic irradiation field. In other words, maximum local volumetric rate of energy absorption (LVREA) 
and ultrasonic field overlap can produce a highest synergetic effect. Therefore, for designing an AOP 
system, the location of internal equipment employing for irradiation should be carefully selected to 
maximize the synergetic effect of the process.  

The experiments for the advanced oxidation processes are usually conducted by optimizing the operating 
conditions and photoreactor characteristics since the efficiency of the AOPs is affected by various 
variables such as the concentration of initial compounds, residence time, H2O2 dose, photocatalyst 
concentration, temperature, and pH. Therefore, it is necessary to employ the optimal condition. Recently, 
the experiments are conducted to analyze the effects of different parameters on the process 
effectiveness. Experimental design is also useful in order to avoid one-factor-at-a-time approach, where 
one variable was changed while keeping the others constant. Experimental design also helps to find the 
complex interaction between independent variables. Among these interactions, synergetic effect leads to 
the generation of higher hydroxyl radicals and it requires to be carefully optimized. 

8. OPTIMIZATION OF THE INTEGRATED PROCESSES 
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Integrated processes are optimized to enhance the mineralization efficiency. Process optimization can be 
based on the residence time, the energy consumption, and the total cost. The optimization of each 
parameter depends on the environmental regulation, the process location, and characteristics of 
individual processes. 

8.1 Residence time 

The minimization of the total residence time of all processes involved in integrated system is the objective 
function of the optimization. The constraints are also the limits of residence times of individual processes 
including the mass balance of each component in every process. Therefore, the objective function of 
integrated processes based on the total residence time is as follows [12]: 

Minimize:  BCPF θθθ ++=                     (10) 

where Pθ , Cθ , and Bθ  (h) are physical, chemical, and biological residence times, respectively. F (h) is 

the total residence time of the system. The constraints are usually defined such that θp and θb should be 
positive where Cθ  should be greater than a value so that a reasonable biodegradability is achieved. 

8.2 Fixed cost 

The fixed or capital cost of AOPs is relatively higher as compared to other treatment methods. Hirvonen 
et al. (1998) [99] provided the capital and operating cost of UV/H2O2 (AOPs) and activated carbon. 
Estimated fixed costs of different treatment methods based on the depreciation period (40 years) are 
provided as follow [99]: 
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where FCC ($/L) is a typical UV/H2O2 fixed cost, and VC (m3) is the volume of the photoreactor.  (h) is 
the residence time of the wastewater in the photoreactor. The fixed cost for a UV/H2O2 process is usually 
$58,000 plus the cost of UV lamp which is $15,000 per year. The maximum allowable useful life estimate 
under U.S.A. income tax regulations is 40 years which can be considered as depreciation time.   

Activated carbon: 
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where FCp ($/L) represents the fixed cost of a typical activated carbon column and Vp (m
3) is the volume 

of the column. $58,000 is the capital cost for a typical activated carbon column. 

Biological reactor: 
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where FCB ($/L) shows a typical activated sludge capital cost based on the bioreactor volume (VB) and 
the residence time ( Bθ ). $368,403 is the capital cost for a typical biological treatment and $72 is also 

required for the treatment of 1 m3 wastewater. 

8.3 Maintenance and operating costs 

The operating cost of different processes is necessary to be optimized. The operating cost of AOPs is 
also high due to the continuous addition of reagents such as H2O2 and Fe+2. Physical treatment methods 
utilizing an adsorbent are considered to be an additional expense for regeneration. Operating and 
maintenance cost of typical UV/H2O2, activated carbon, and biological processes are provided as follows 
[90, 99]: 
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where  is the operating and maintenance costs for a typical UV/H2O2 system and $2,000 is the 
operating cost estimated for 40 years. 
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where OMCP is the maintenance and operating cost of a typical activated carbon column. $1,200 is the 
operating and maintenance cost estimated for 40 years, and 0.29 [$/m3] is the cost for the regeneration 
and reactivation of the carbon bed. 
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where OMCB is the maintenance and operating cost of a typical biological treatment. $36, 295 is the 
operating and maintenance cost predicted for 40 years plus the 4.58 [$/m3]. 

Above Equations (10-16) are useful for optimizing the cost of various integrated processes containing 
advanced oxidation technologies. 

9. CONCLUDING REMARKS 

To achieve a cleaner water and healthier environment, more effective and powerful treatment methods 
are required. The integration of such methods is useful in order to fulfill the environmental regulations. 
Integration of physical, chemical, and biological treatment processes are useful to take advantages of the 
methods and to minimize the drawback of each methods. Anaerobic degradation is very helpful for 
treating high organic loading wastewater with lower energy consumption. Aerobic methods are usually 
employed to polish residuals. Therefore, in some cases, more than one biological method is required for a 
better treatment. Intensification of AOPs is one of the challenges of researchers in this area. Authors are 
trying to develop more effective and economical ones. Combining different reagents and irradiation 
sources are used to achieve higher synergetic effects for biodegradability enhancement. Modeling and 
optimization of integrated systems are also valuable to be extended to similar cases that might be 
practical for scale up. The effect of different parameters such as residence time, temperature, pH, the 
presence of different ions and acids, reagents doses, irradiation sources, recycling ratio is better to be 
embedded in the model. An optimization determines the optimal residence time, optimal size of the 
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equipment, optimal reagents doses, optimal operating condition such as oxygen concentration in the 
bioreactor, and optimal biodegradability achieved after advanced oxidation process. 
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ABSTRACT 

 
In this paper, methodology to estimate GHG emissions of electricity generation 
sector was first explained. Then different scenarios to reduce GHG emissions by 
fuel switching and adoption of advanced power generation systems (based solely 
on fossil fuels) were evaluated. 
 
The GHG calculation results for the Iranian power plants showed that in 2005 
average GHG intensity for all thermal power plants was 610 gCO2eq/kWh. 
However, the average GHG intensity in electricity generation sector between 
1995 and 2005 experienced a 13% reduction. The results demonstrated that 
there were great potentials for GHG emission reduction in this industry. 
 
These potentials were evaluated by introducing six different scenarios. In the first 
scenario, existing power stations’ fuel was switched to natural gas. Existing 
power plants were replaced by natural gas combined cycle (NGCC), solid oxide 
fuel cell (SOFC), and hybrid SOFC plants in scenario numbers 2 to 4, 
respectively. In the last two scenarios, CO2 capture systems were installed in the 
existing power plants and the second scenario, respectively. 
 
Keywords: Greenhouse gases, GHG emission reduction potentials, Electricity generation sector, Iran, 

Fuel switching, NGCC, SOFC, Hybrid cycles, CO2 capture.  

 
 

1. INTRODUCTION 

Although natural emission of greenhouse gases (GHGs) is essential to maintain life on earth, 
many human activities emit additional GHGs to the atmosphere. It has been shown that there is a 
direct link between increasing concentration of GHGs in the atmosphere and the global climate 
deterioration [1, 2]. 
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In 1992, countries and governments around the world met in Rio de Janeiro to address the 
climate change challenge by taking action to reduce GHGs. As a result, the United Nations 
Conference on Environment and Development (UNCED) prepared an international environmental 
treaty known as United Nations Framework Convention on Climate Change (UNFCCC or FCCC). 
Again, in 1997, more than 160 countries met in Kyoto, Japan, to find a practical procedure to 
reduce GHG emissions. They agreed to reduce GHG emissions according to the Kyoto Protocol 
that set out targets and options available to achieve those targets [3]. 
 
The objective of Kyoto Protocol is the "stabilization of greenhouse gas concentrations in the 
atmosphere at a level that would prevent dangerous anthropogenic interference with the climate 
system" [3]. In this Protocol, countries are divided into two categories: Annex I Parties and Non-
Annex I Parties. Annex I countries are committed to decrease their GHG emissions to the target 
levels below their GHG emissions levels in 1990. For instance, Canada's target is to reduce its 
GHG emissions to 6 percent below 1990 GHG emissions level by the period between 2008 and 
2012. The reduction percentages are varied from 8% for the European Union and some other 
countries to 7% for the USA, 6% for Japan, 0% for Russia, and allowed increases of 8% for 
Australia and 10% for Iceland [4]. The Annex I parties are mostly developed countries and 
contribute most of the GHG emissions in the world. Also, the Annex I Parties are required to 
submit an annual national greenhouse gases inventory report according to UNFCCC reporting 
guidelines. A GHG inventory report is an annual national accounting of GHG emissions and 
removals in each country.  
 
The Kyoto Protocol became formally binding on February 16, 2005, after it was ratified by more 
than 55 countries, covering more than 55 percent of the GHG emissions addressed by the 
Protocol. As of May 13, 2008, the total percentage of Annex I Parties GHG emissions was 63.7% 
and 181 countries and 1 regional economic integration organization (European Union) approved 
the Protocol [5]. 
 
Since most of the developing countries, including Iran, are among Non-Annex I Parties, they are 
not required to submit annual GHGs inventory report and they have no GHG emission reduction 
obligations. However, it is necessary to prepare such a report, at least unofficially, to anticipate 
future reduction obligation. That is why in the first part of this paper, methodology to prepare 
GHGs inventory report for electricity generation sector is briefly explained and the method is 
implemented to estimate GHG emissions in Iranian electricity generation industry. 
 
According to the Kyoto Protocol, developing countries can join Annex I Parties as soon as they 
believe they are sufficiently developed. Therefore, eventually all countries will be required to 
submit such report and accept GHG emission reduction obligations. Thus, it is essential for these 
countries to be ready for that time and reduce their GHG emissions. Also, more importantly, the 
global climate change is a worldwide phenomenon so all countries in the world should be 
involved to face this challenge.  Moreover, this report can be used as an indication of 
performance of the electricity generation sector in terms of their environmental impacts. This 
approach will lead to a more sustainable society which means enough resources for everybody at 
anytime.  
 
Furthermore, meeting reduction target could have financial benefits for developing countries due 
to "flexible mechanisms" in the Kyoto Protocol. These mechanisms are developed to permit 
Annex I countries to buy GHG emission reductions from elsewhere. This means Non-Annex I 
countries have no GHG emissions limitation. However, they can implement GHG emission 
reduction project (which is called a GHG Project) and receive Carbon Credit for the project. Then, 
Annex I countries can purchase credit to meet their GHG reduction obligations. The purpose of 
these mechanisms is to encourage Non-Annex I parties to reduce their emissions since it is now 
economically viable [4]. Therefore, for Non-Annex I countries reducing GHG emissions are 
beneficial both environmentally and economically. 
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The objectives of this paper are to evaluate the current status of GHG emissions in fossil fuel-
fired electricity generation industry and then to introduce and evaluate several scenarios to 
reduce these emissions from fossil fuel-fired power generation. In order to achieve these 
objectives, first, methodology to estimate GHG emissions to prepare annual greenhouse gases 
inventory report using UNFCCC reporting guidelines and Iran as an example will be explained. 
Then, different scenarios to reduce GHG emissions by fuel switching and adoption of advanced 
power generation systems will be evaluated. 
 

2. CAUSES OF THE GREENHOUSE EFFECT  

The earth absorbs energy from the sun and emits energy in the form of radiation. Since the earth 
temperature is much lower than the sun temperature, its radiation has much longer wavelengths. 
Greenhouse gases in the atmosphere, such as carbon dioxide (CO2), methane (CH4), and 
nitrogen oxide (N2O), are transparent for short wave radiant energy but they absorb some of 
longer wavelengths before they are lost to the space. This phenomenon results in increase in the 
atmospheric temperature which in turn causes atmosphere to emit long wave radiation both 
upward and downward to space and surface, respectively. The downward part of this radiation is 
the greenhouse effect.  
 
Although the detailed causes of global warming is unknown and is, in fact, an active field of 
research, the scientific consensus considers increase in atmospheric GHG level as the primary 
cause of the recent global warming. One of the reports of the Intergovernmental Panel on Climate 
Change (IPCC Working Group I) concluded that [6]: “our ability to quantify the human influence 
on global climate is currently limited because the expected signal is still emerging from the noise 
of natural variability, and because there are uncertainties in key factors. These include the 
magnitudes and patterns of long-term variability and the time-evolving pattern of forcing by, and 
response to, changes in concentrations of greenhouse gases and aerosols, and land surface 
changes. Nevertheless, the balance of evidence suggests that there is a discernable human 
influence on global climate”. 
 
The major natural greenhouse gases are water vapor, carbon dioxide, methane, ozone, nitrous 
oxide, sulfur hexafluoride, hydrofluorocarbons, perfluorocarbons and chlorofluorocarbons. It 
should be noted that since the influences of the various gases are not additive, it is not possible 
to state that how these gases contribute to the greenhouse effect. Carbon dioxide, methane, 
nitrous oxide and three groups of fluorinated gases are the subject of the Kyoto Protocol. 
 

3. CURRENT STATUS OF GHG EMISSIONS IN POWER GENERATION 
INDUSTRY 

In this section, current and expected future status of electricity generation sector and its 
contribution to GHG emissions in the world and Iran will be investigated. 
 
According to the World Energy Outlook published by the International Energy Agency (IEA), the 
world’s total net electricity consumption will increase dramatically in near future. The world 
electricity generation was 14,781 billion kWh in 2003 and will increase to 21,699 and 30,116 
billion kWh in 2015 and 2030, respectively, which means a 2.7%  average annual increase rate 
[7].  
 
The same report predicted that the share of fossil fuels as energy supplies for electricity 
generation would remain constant at nearly 65%. Also, GHG emissions from energy industry will 
increase by 55% between 2004 and 2030. During this period, coal and oil are leading contributor 
to global energy-related CO2 emission, respectively [7]. 
 
Figure 1 shows CO2 emission of large point sources by industry. As the chart illustrates, power 
production industry is responsible for 54% of the industrial CO2 emissions [8, 9].  
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FIGURE 1: Industrial CO2 emission of large point sources [8, 9] 

 
Iran’s electricity generation sector requires 54 GW of new power plants to increase its electricity 
generation from 153 TWh in 2003 to 359 TWh in 2030, growing at average rate of 3.2% per year 
over the period. This new capacity needs about $92 billion investment and is dominated by 
natural gas-fired, mostly combined cycle power plants (CCPP). In fact, more than 75% of 
electricity is generated in natural gas-fired power plants [10].  
 
Table 1 reflects the status of Iranian electricity generation sector in terms of the sources and 
technologies [11]. The table shows the distribution of electricity generation capacity and 
generated electricity for different types of power stations and their contribution in Iranian 
electricity generation industry during the period of March 2005 to February 2006. As the table 
illustrates, more than 90% of generated electricity and 84% of electricity generation capacity are 
based on fossil fuel-fired power plants.  
 
 

Type of 
Power Plant 

Capacity 
(MW) 

Percent 
(%) 

Electricity 
Generation 

(GWh) 

Percent 
(%) 

Steam Cycle 15,554 37.9 93,383 52.4 

Gas Turbine  12,050 29.4 32,128 18.0 

Combined 
Cycle 

6,832 16.7 36,194 20.3 

Hydro-
electric 

6,037 14.7 16,085 9.0 

Wind and 
Diesel  

530 1.3 281 0.3 

 
TABLE 1: Electricity generation capacity and generated electricity for different types of power stations in 

Iranian electricity generation sector during the period of March 2005 to February 2006 [11] 

 

These statistics show that electricity generation sector is and will remain a major source of GHG 
emissions and it is essential to reduce these emissions. 
 

4. GHG EMISSIONS SOURCES AND ELECTRICITY GENERATION 
SECTOR 

The IPCC published a guideline for greenhouse gas inventory report preparation. The first 
guideline was issued in 1997 [12] titled “Revised 1996 IPCC Guidelines for National Greenhouse 
Gas Inventories”. The “2006 IPCC Guidelines for National Greenhouse Gas Inventories” provides 
methodologies for estimating national inventories of anthropogenic greenhouse gases emissions 
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and removals by GHG sources and sinks. This guideline categorized GHG production sources 
into 5 categories [13]: energy; industrial processes and product use; agriculture, forestry and 
other land use; waste; and others. 
 
Based on the 2006 IPCC Guidelines, electricity generation sector is considered to be in category 
1-A-1-a-i. The definition of these categories is as follows [13]: 
 
1- Energy: Comprises emissions from combustion and fugitive releases of fuels for energy uses. 
All GHG emissions from the non-energy consumption of fuels are commonly included under 
Industrial Processes and Product Use. 
 
1 A - Fuel Combustion Activities: GHG emissions from the intentional oxidation of fuels within a 
device to generate either heat or mechanical work. 
 
1 A 1 - Energy Industries:  Sum of emissions from fuels consumption for power generation 
industries. 
 
1 A 1 a - Main Activity, Electricity and Heat Production: All emissions from electricity generation, 
combined heat and power generation, and heat plants that their products are supplied the public. 
These plants can be in public or private ownership and include on-site use of fuel. 
 
1 A 1 a i – Electricity Generation: GHG emissions from all fuel combustion to generate electricity 
excluding those from combined heat and power plants. 
 

5. DIFFERENT METHODOLOGIES TO ESTIMATE GHG EMISSIONS  

In this section different methods to estimate GHG emissions will be investigated and the 
estimation for Iranian electricity generation sector will be presented as a case study. In this paper 
the “2006 IPCC Guidelines for National Greenhouse Gas Inventories” [13] will be used for 
estimating GHG emissions for Category 1-A-1-a-i. 
 
Generally, emission of each GHG is estimated by multiplying fuel consumption by the 
corresponding emission factor. There are three tiers presented in the 2006 IPCC Guidelines for 
estimating emissions from fossil fuel combustion for electricity generation.  In these tiers fuel 
consumption and emission factors are considered as follows [13]: 
 
Tier 1: fuel consumption from national energy statistics and default emission factors; 
Tier 2: fuel consumption from national energy statistics and country-specific emission factors; 
Tier 3: fuel consumption from national energy statistics for different electricity generation technol-
ogies and technology-specific emission factors. 
 
All tiers use the fuel consumption as the activity data. Thus, this parameter will be defined and 
then the tiers will be explained. 
 
 Activity data 
To estimate GHG emissions from stationary power generation, the activity data are typically the 
fuel consumption to generate electricity. As it will be elaborated later in this section, these data 
are sufficient for Tier 1 analysis. In higher tier approaches, additional data are required on fuel 
characteristics and the power generation technologies. 
 
In most of national energy statistics used for GHG emissions estimation, fuels consumption is 
specified in physical units, such as in tonnes or cubic meters. But in above mentioned tiers, the 
energy content of consumed fuels is required to estimate GHG emissions. Therefore, the mass or 
volume units of fuel consumption should be first converted. The fuels energy content can be 
expressed by two definitions: 
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 net calorific values (NCV) or lower heating value (LHV), 

 gross calorific values (GCV) or higher heating value (HHV). 

 
The difference between NCV and GCV is the latent heat of vaporization of the water content of 
exhaust stream. Therefore, the NCV for coal and oil is about 5 percent and for natural gas about 
10 percent less than the GCV. The IPCC Guidelines use NCV, expressed in SI units or multiples 
of SI units (for example TJ/Mg). As a result when statistical offices use GCV for national energy 
statistics, it should be converted to NCV. In this paper the net calorific values provided by Iran 
Power Generation, Transmission, Distribution, and Management Co. [11] will be used. 
 
 Tier 1 approach  
Tier 1 approach is a fuel-based method to estimate GHG emissions. In this tier, the quantities of 
consumed fuel and average emission factors for all relevant direct greenhouse gases are used 
for GHG analysis. The Tier 1 emission factors are available in IPCC guidelines. Table 2 shows 
default emission factors and lower and upper limits of the 95% confidence intervals for three fuels 
(natural gas, diesel oil, residual oil) [13].  
 
As the table signifies, CO2 emissions can be estimated with high accuracy when these average 
emission factors are used. But use of default emission factors for methane and nitrous oxide 
introduce relatively high uncertainty to the estimation. The reason for this difference is stemmed 
from the fact that emission factors for carbon dioxide depend on the carbon content of the fuel 
and the combustion technology and operating conditions of the plants are relatively unimportant. 
But for CH4 and N2O, emission factors depend upon combustion conditions (both plants 
technology and operating conditions over time). Since in Tier 1 these combustion conditions are 
not considered, relatively high uncertainty can be seen in non-CO2 averaged emission factors 
[13]. 
 
 

Fuel Type 

CO2 CH4 N2O 

Default 
Emission 

Factor 
Lower Upper 

Default 
Emission 

Factor 
Lower Upper 

Default 
Emission 

Factor 
Lower Upper 

Natural Gas 56,100 54,300 58,300 5 1.5 15 0.1 0.03 0.3 

Diesel Oil 74,100 72,600 74,800 10 3 30 0.6 0.2 2 

Residual Oil 77,400 75,500 78,800 10 3 30 0.6 0.2 2 

 
TABLE 2: Default emission factors and lower and upper limits of the 95% confidence intervals used in the 

Tier 1 (kg of greenhouse gas per TJ on a net calorific basis) [13] 

 
 Tier 2 approach 
In Tier 2 approach, similar to Tier 1, the quantities of consumed fuel from fuel statistics are used 
to estimate GHG emissions. But instead of the Tier 1 default emission factors, country specific 
emission factors are used. In order to develop country specific emission factors, information such 
as fuels carbon contents, fuel quality, and the state of technological development (particularly for 
non-CO2 emissions) for a given country should be taken into account. Other parameters to be 
considered are variation of emission factors over time, and the amount of carbon retained in the 
ash (for solid fuels). The data used in this tier are more applicable to a specific country’s 
conditions. Therefore, it is expected that the results of applying this method is more accurate and 
the uncertainty range is smaller [13]. 
 
 Tier 3 approach 
Tier 1 and Tier 2 approaches of estimating GHG emissions described in the previous sections 
necessitate using an average emission factors, either default emission factors in Tier 1 or country 
specific emission factors in Tier 2. As noted earlier, in reality, GHG emissions depend upon the 
fuel type, combustion technology, operating conditions, control technology, quality of 
maintenance, and age of the equipments. In Tier 3 approach, these parameters are taken into 
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account by using different emission factors for each case. As mentioned in Tier 1, emission of 
CO2 highly depends on the carbon content of the fuel and not the combustion technology. 
Therefore, it is not required to use Tier 3 approach to estimate emissions of CO2 and the CO2 
emission factors from Table 2 are sufficient [13]. 
 
Table 3 shows default emission factors for non-CO2 emissions for three fuels (natural gas, diesel 
oil, residual oil) in Tier 3.  

 
 

Fuel and Technology Type 

Emission Factors  
(kg/TJ energy input) 

CH4 N2O 

Natural Gas 

Boilers 1 1 

Gas-Fired Gas Turbines   (>3 MW) 4 1 

Combined Cycle 1 3 

Gas/Diesel Oil 

Boilers 0.9 0.4 

Residual Oil 

Residual Oil Normal Firing 0.8 0.3 

 
TABLE 3 : Default emission factors used in the Tier 3 [13] 

 
 Global warming potential 
Global Warming Potential (GWP) is the ability of each greenhouse gas to trap heat in the 
atmosphere relative to another gas (carbon dioxide). By definition, “a GWP is the time-integrated 
change in radiative forcing due to the instantaneous release of 1 kg of the gas expressed relative 
to the radiative forcing from the release of 1 kg of CO2” [14]. In other words, “a GWP is a relative 
measure of the warming effect that the emission of a radiative gas might have on the 
troposphere” [14]. In the estimation of GWP of a GHG, both the instantaneous and the lifetime of 
the gas are considered. The 100-year GWPs, recommended by the IPCC (shown in Table 4) and 
required for inventory reporting, are used in this paper. According to the IPCC the GWP of CH4 
and N2O are 21 and 310, respectively. This means the contribution of 1 kg CH4 and N2O to the 
warming of the atmosphere are 21 and 310 times higher than 1 kg CO2, respectively, for a 100-
year time frame [14]. 
 
 

GHG 100-year GWP 

CO2 1 

CH4 21 

N2O 310 

 
TABLE 4 : Global Warming Potentials [14] 

 

 Choose a tier for GHG emission estimation in power plants 
Since country specific emission factors for Iran’s power plants do not exist, the Tier 2 approach 
cannot be used. On the other hand, due to the fact that fuel consumption for each technology is 
recorded, Tier 3 will be used for estimation of GHG emissions for 2004. However, for years 
before 2004, Tier 1 is more suitable. The activity data for GHG emission estimation is provided by 
the Iran Power Generation, Transmission, Distribution, and Management Co. [11].  
 

6. RESULTS OF GHG EMISSION ESTIMATION  

In this section, the aforementioned method will be used to estimate GHG emissions in Iranian 
electricity generation sector.  
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Table 5 shows the calculation results (electricity generation, fuel consumption, GHG emissions 
and GHG intensity) for electricity generation by fossil fuel-fired thermal power stations in Iran for 
the period of March 2005 to February 2006. In this table, greenhouse gas intensity is the ratio of 
greenhouse gas emissions to generated electricity. This parameter is used to evaluate the 
performance of electricity generation sector in terms of GHG emissions. Tier 3 approach has 
been used for this table with default emission factors from Table 2 and Table 3. As shown in the 
table, the greenhouse gas intensity for steam power plants, gas turbines and combined cycle 
power plants are 617, 773, and 462 gCO2eq/kWh, respectively with the overall intensity of 610 
gCO2eq/kWh for all thermal power plants. It can be seen that combined cycle power plants emit 
25% and 40% less GHG compared to steam power plants and gas turbines, respectively. This 
result is expected because combined cycle power plants have higher efficiency. In this case, the 
efficiency of steam power plants, gas turbines and combined cycle power plants are 36.5%, 
27.8%, and 45.5%, respectively, during the same period. This means 25% and 64% higher 
efficiency for combined cycles in comparison to steam power plants and gas turbines, 
respectively. 

 
 

Power Plant 
Type 

Electricity 
Generation 

(GWh) 

Fuel Consumption GHG Emissions (kt/year) GHG 
Intensity 
(gCO2eq/ 

kWh) 
NG (10

6
 m

3
) 

Diesel 
(10

6
 lit) 

Residual 
Oil(10

6
 lit) 

NG Diesel 
Residual 

Oil 

Steam Cycle 89,574 17,211 43 6,329 35,074 123 20,104 617 

Gas Turbine  29,023 8,444 1,819 0 17,227 5,220 0 773 

Combined 
Cycle 

36,194 7,204 660 0 14,841 1,894 0 462 

Total/Ave 154,791 32,859 2,522 6,329 67,143 7,237 20,104 610 

 
TABLE 5 : GHG emissions in Iran's thermal power plants from March 2005 to February 2006  

 

Regarding average GHG intensity, it should be mentioned that the value shown in Table 5, 610 
gCO2eq/kWh, is just for thermal power plants. If whole electricity generation is considered 
(including hydro-electric power plants) this intensity will be reduced to 570 gCO2eq/kWh. 
 
Table 6 shows the GHG emissions and intensity of Iran's electricity generation sector from 1995 
to 2005. According to this table, the average GHG intensity was reduced by 13% in this period. 
One of the reasons for this GHG emission reduction in Iranian electricity generation sector was 
that in recent years many combined cycle power plants were installed in the country. In fact, in 
1999 there was no electricity generation using combined cycles, but in 2005, 20% of total 
electricity was generated by using these power plants. Moreover, fuel switching from diesel and 
residual oil to natural gas is another factor for the reduced GHG emissions. 

 
 

Year 

Electricity 
Generation (GWh) 

GHG Emissions 
(kt) 

GHG Intensity (gCO2eq/ 
kWh) 

Thermal Total Thermal Total 

2005 157,181 173,547 98,991 630 570 

2004 149,103 160,029 90,958 610 568 

2003 135,574 146,988 79,631 587 542 

2002 126,740 135,177 78,844 622 583 

2001 118,890 124,306 75,099 632 604 

2000 111,697 115,708 70,863 634 612 

1999 101,845 105,187 65,137 640 619 

1998 90,474 97,862 57,222 632 585 

1997 84,926 92,310 57,470 677 623 

1996 77,839 85,825 53,959 693 629 

1995 72,046 80,044 52,299 726 653 

 
TABLE 6:  GHG emissions and intensity of Iran's electricity generation sector from 1995 to 2005 
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So far the results demonstrated that Iran’s electricity generation sector did a reasonably good job 
in reducing the GHG intensity in the past 10 years. However, the detailed calculation proved that 
still there are power plants with extremely high GHG intensity. The detailed estimation of GHG for 
all Iran’s major power plants (with annual electricity generation of more than 100,000 MWh in 
2005) has been preformed [15]. The results showed that the GHG intensity for steam power 
plants was ranging from 515 to 1125 gCO2eq/kWh. The range for gas turbines and combined 
cycles were 584-1346 and 428-513 gCO2eq/kWh, respectively [16]. This indicated that there are 
great potentials for further GHG intensity reduction in the sector [17]. In the remainder of this 
paper some of these potentials will be discussed. 
 

7. GHG EMISSION REDUCTION SCENARIOS 

As mentioned, the electricity production industry has been responsible for a considerable portion 
of total GHG emissions. Therefore, in the remainder of this paper, GHG emission reduction 
potentials under different scenarios will be investigated.  
 
These scenarios are based on fuel switching and the adoption of advanced power generation 
systems (based solely on fossil fuels) in electricity generation. Despite the problems associated 
with fossil fuel-fired power plants, fossil fuels are available on a mid and long-term basis and their 
continued large-scale and widespread applications in power generation industry are essential in 
order to maintain current economic growth in the world. The IEA has commented that “numerous 
technology solutions offer substantial CO2 reduction potentials, including renewable energies, 
higher efficiency power generation, fossil-fuel use with CO2 capture and storage, nuclear fission, 
fusion energy, hydrogen, biofuels, fuel cells and efficient energy end use. No single technology 
can meet this challenge by itself. Different regions and countries will require different 
combinations of technologies to best serve their needs and best exploit their indigenous 
resources. The energy systems of tomorrow will rely on a mix of different advanced, clean, 
efficient technologies for energy supply and use” [18]. Thus, both fossil and non-fossil forms of 
energy will be needed in the foreseeable future to meet global energy demands. It is, therefore, 
important that alternative technologies are commercialized to permit the consumption of fossil 
fuels with significantly reduced GHG emissions and other pollutants. 

 
Based on this, different scenarios to reduce GHG emissions are defined as follows: 
 
Scenario number 1: In this scenario, GHG emission reduction potentials by fuel switching will be 
investigated. Based on this scenario, all power plants will use natural gas as primary fuel instead 
of their original fuel. But technology of power stations will remain unchanged.  
 
Scenario number 2: In the second scenario, there will be fuel switching as well as technology 
changes. In this scenario, all power stations will be replaced by natural gas combined cycle 
(NGCC). The size of the alternative NGCC power plant is 505 MW. The plant configuration 
consists of two gas turbines, a heat recovery steam generator, and a condensing reheat steam 
turbine. In this work the efficiency of the power plant is considered to be 49% (based on HHV) 
[19]. 
 
Scenario numbers 3 and 4: In order to implement these scenarios all existing power stations will 
be replaced by solid oxide fuel cell (SOFC) for the third scenario and hybrid SOFC power plants 
for the fourth scenario. In both cases power plants will be fueled by natural gas. 
 
Fuel cells operation is based on direct and continuous conversion of fuel chemical energy into 
electrical energy in electrochemical process. Because of this direct energy conversion, their 
efficiencies are usually higher than conventional electricity generation technologies. 
 
Fuel cells can be classified by their operating temperature and electrolyte compositions, which 
dictate their suitability for different applications. Solid oxide fuel cells have high operating 
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temperature (between 600 °C-1000 °C) which makes them especially suited for stationary power 
generation. SOFCs can use natural gas, syngas from coal, and various biofuels directly due to 
this high operating temperature, which allow for internal reforming of these fuels within the cells. 
The SOFC operating temperature is also high enough to allow for integration with gas turbines 
and/or other bottoming cycles in hybrid power plants. A hybrid SOFC cycle could be any 
combination of SOFC and gas turbine, steam turbine or combined cycle. 
 
There are numerous demonstrational and semi-commercial units of SOFCs installed around the 
world with different sizes and configurations [20, 21, 22, 23]. But so far, to the authors’ best 
knowledge, there have been three proof-of-concept SOFC hybrid power plants installed in the 
world. Siemens claims that it has been successfully demonstrated its pressurized SOFC and gas 
turbine hybrid system and has two units; a 220 kW at the University of California, Irvine, and a 
300 kW unit in Pittsburgh [24, 25]. Also, in 2006 Mitsubishi Heavy Industries, Ltd. (MHI), Japan, 
claimed that it succeeded in verification testing of a 75 kW SOFC and micro GT hybrid cycle [26]. 
 
As mentioned, these two technologies are in development phase and there is no commercial 
product in the market yet. Therefore, there are no universally accepted configurations for them. 
For SOFC power generation units, efficiency of 50% to 60% has been reported [27, 28, 29, 30]. In 
the case of the SOFC hybrid cycle, the efficiency is higher and its range is wider, from 57% to 
75% [31, 32, 33, 34, 35, 36]. For this paper the average efficiencies of 55% for the third scenario 
and 65% for the fourth scenario are considered. 
 
Scenario numbers 5 and 6: CO2 capture and storage (CCS) systems are technologies that can be 
used to reduce CO2 emission by different industries where combustion is part of the process. A 
major problem of CCS utilization is their high efficiency penalty in power plants. For different 
types of power plants fueled by oil, natural gas, and coal there are three main techniques that can 
be applied [37, 38]: 
 

 CO2 capture after combustion (post-combustion); 

 CO2 capture after concentration of flue gas by using pure oxygen in boilers and furnaces 

(oxyfuel power plants); and 

 CO2 capture before combustion (pre-combustion). 

 
The first method is consisted of treating exhaust gases (most likely by chemical absorption) in 
order to remove, liquefy and store carbon dioxide. This technology is currently expensive and 
involves significant efficiency penalty. The oxyfuel process increases the CO2 concentration in the 
plant’s off-gas by combusting fuel with pure oxygen instead of air. In the last method, fuel is first 
gasified and then CO2 is removed from hydrogen rich fuel. The product of this process is almost 
pure hydrogen which can be used as a fuel in power plants. 
 
In the fifth scenario, CCS is installed in the existing power plants with current technologies. For 
the last scenario, all existing power plants will be replaced by NGCC plants equipped with CO2 
capture system. The CCS system in these scenarios is capable of removing 90% of CO2 from flue 
gas. But because of consumption of more fuel to compensate plants efficiency reduction, overall, 
87% of CO2 can be captured. The output penalty of 10% is considered for both scenarios.  
 

8. GHG EMISSION REDUCTION POTENTIALS IN IRAN  

Table 7 shows the energy of consumed fuel, electricity generation, GHG emissions and intensity 
for existing power plants and six reference scenarios and reduction potentials in each scenario in 
Iran’s electricity generation sector for the period of March 2005 to February 2006. Again, the 
focus of this paper is on GHG emission reduction on fossil fuel-fired thermal power plants and 
other power generation technologies are not considered. 
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Table 7 shows that how fuel consumption can be decreased in different scenarios. For instance, 
the energy of consumed fuel can be reduced in the fourth scenario from base case (existing 
case) of 1,543 TJ to 857 TJ, which means 44% reduction. This is due to higher efficiency of 
introduced scenarios in comparison to current conditions. 
 
 

 
Power 

Plant Type 
Existing 

Scenario 
#1 

Scenario 
#2 

Scenario 
#3 

Scenario 
#4 

Scenario 
#5 

Scenario 
#6 

Energy of 
Consumed 
Fuel (TJ)  

Steam PP 882 882 0 0 0 970 0 

GT 375 375 0 0 0 413 0 

CCPP 285 285 1,137 0 0 314 1,251 

SOFC 0 0 0 1,013 0 0 0 

Hybrid 
SOFC 

0 0 0 0,0 857 0 0 

Total 1,543 1,543 1,137 1,013 857 1,697 1,251 

Electricity 
Generation 

(GWh) 
 

Steam PP 89,574 89,574 0 0 0 89,574 0 

GT 29,023 29,023 0 0 0 29,023 0 

CCPP 36,194 36,194 154,791 0 0 36,194 154,791 

SOFC 0 0 0 154,791 0 0 0 

Hybrid 
SOFC 

0 0 0 0 154,791 0 0 

Total 154,791 154,791 154,791 154,791 154,791 154,791 154,791 

GHG 
Emissions 

(kt/year) 
 

Steam PP 55,300 49,804 0 0 0 7,908 0 

GT 22,447 21,199 0 0 0 3,210 0 

CCPP 16,736 16,297 64,354 0 0 2,393 9,203 

SOFC 0 0 0 57,333 0 0 0 

Hybrid 
SOFC 

0 0 0 0 48,513 0 0 

Total 94,483 87,300 64,354 57,333 48,513 13,511 9,203 

Reduction 
Potential (%) 

Steam PP - 9.9 - - - 86 - 

GT - 5.6 - - - 86 - 

CCPP - 2.6 31.9 - - 86 90 

SOFC - - - 39.3 - - - 

Hybrid 
SOFC 

- - - - 48.7 - - 

Total - 7.6 31.9 39.3 48.7 86 90 

GHG Intensity 
(gCO2eq/ 

kWh) 
Total 610 564 416 370 313 87 59 

 
TABLE 7 : Energy consumption, electricity generation and GHG emission reduction potentials in Iran’s 

electricity generation sector for the period of March 2005 to February 2006 

 
The following are the factors that directly affect the GHG reduction potentials in Iran’s power 
plants: 
 

 Most of Iranian thermal power plants are equipped with duel fuel burners and use natural 
gas most of the time. In fact 77% of energy consumption comes from natural gas. 
 

 The efficiency of natural gas fired power plants especially NGCC is higher than diesel 
and residual oil fired power plants. 
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 In 2005, as mentioned, approximately 20% of total electricity generation in Iran was 
produced by CCPP. 

 
In this section, in order to show the variety of possible analyses, timely variation of GHG emission 
reduction potentials will be presented for Iranian thermal power plants. Table 8 shows the GHG 
emissions and intensity for existing situation and six reference scenarios and reduction potentials 
for each scenario in Iran’s electricity generation sector between 1995 and 2005. The table 
indicates that the GHG reduction potentials were decreased from 1995 to 2005. Again, one of the 
reasons for this reduction was that in recent years a lot of combined cycle power plants were 
installed in the country. Moreover, fuel switching from diesel and residual oil to natural gas was 
another factor that reduced GHG emission reduction potentials in Iran. It should be noted that, as 
shown in the table, the net amount of GHG emissions were increased. This is because of 
commissioning of new power stations and increasing electricity generation capacity. 
 

 

Y
e
a
r 

Existing Scenario #1 Scenario #2 Scenario #3 

GHG 
Emissions 
(kt/year) 

Intensity 

(gCO2eq/ 

kWh) 

GHG 
Emissions 
(kt/year) 

Intensity 

(gCO2eq/ 

kWh) 

Reduction 

Potential 

(%) 

GHG 
Emissions 

(kt/year) 

Intensity 

(gCO2eq/ 

kWh) 

Reduction 

Potential 

(%) 

GHG 
Emissions 
(kt/year) 

Intensity 

(gCO2eq/ 

kWh) 

Reduction 

Potential 

(%) 

05 98,991 630 91,847 584 7.2 65,166 415 34.2 58,057 369 41.4 

04 90,958 610 84,638 568 6.9 61,817 415 32.0 55,074 369 39.5 

03 79,631 587 74,515 550 6.4 56,208 415 29.4 50,077 369 37.1 

02 78,844 622 72,415 571 8.2 52,546 415 33.4 46,814 369 40.6 

01 75,099 632 68,185 574 9.2 49,291 415 34.4 43,914 369 41.5 

00 70,863 634 64,444 577 9.1 46,309 415 34.6 41,257 369 41.8 

99 65,137 640 59,340 583 8.9 42,224 415 35.2 37,618 369 42.2 

98 57,222 632 52,539 581 8.2 37,510 415 34.4 33,418 369 41.6 

97 57,470 677 50,607 596 11.9 35,210 415 38.7 31,369 369 45.4 

96 53,959 693 46,826 602 13.2 32,272 415 40.2 28,751 369 46.7 

95 52,299 726 45,541 632 12.9 29,870 415 42.9 26,611 369 49.1 

 
TABLE 8: GHG emissions and intensity of Iran's electricity generation sector for different scenarios from 

1995 to 2005 

 
 

Y
e
a
r 

Scenario #4 Scenario #5 Scenario #6 

GHG 
Emissions 
(kt/year) 

Intensity 

(gCO2eq/ 

kWh) 

Reduction 

Potential 

(%) 

GHG 
Emissions 
(kt/year) 

Intensity 

(gCO2eq/ 

kWh) 

Reduction 

Potential 

(%) 

GHG 
Emissions 
(kt/year) 

Intensity 

(gCO2eq/ 

kWh) 

Reduction 

Potential 

(%) 

2005 49,125 313 50.4 14,156 90 85.7 9,319 59 85.7 

2004 46,601 313 48.8 13,007 87 85.7 8,840 59 85.7 

2003 42,372 313 46.8 11,387 84 85.7 8,035 59 85.7 

2002 39,611 313 49.8 11,275 89 85.7 7,514 59 85.7 

2001 37,158 313 50.5 10,739 90 85.7 7,049 59 85.7 

2000 34,910 313 50.7 10,133 91 85.7 6,622 59 85.7 

1999 31,831 313 51.1 9,315 92 85.7 6,038 59 85.7 

1998 28,277 313 50.6 8,183 90 85.7 5,364 59 85.7 

1997 26,543 313 53.8 8,218 97 85.7 5,035 59 85.7 

1996 24,328 313 54.9 7,716 99 85.7 4,615 59 85.7 

1995 22,517 313 56.9 7,479 104 85.7 4,271 59 85.7 

 
TABLE 8: GHG emissions and intensity of Iran's electricity generation sector for different scenarios from 

1995 to 2005 (Cont.) 
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9. CONCLUSION 

The first part of this paper showed the importance of preparation of GHG inventory report for 
electricity generation sector. The results demonstrated that Iran’s electricity generation sector did 
a reasonably good job in reducing the GHG intensity in the past 10 years, with 13% overall 
reduction. However, the detailed calculation pointed out that still there are power plants with 
extremely high GHG emission intensity. This indicated that there are great potentials for further 
GHG emission reduction in the sector.  
 
In the remainder of the paper, the GHG emission reduction potentials were investigated through 
six scenarios. The results illustrated that there are considerable GHG emission reduction 
potentials in Iranian electricity generation sector. Implementation of the scenarios can help the 
country in sustainable development. Moreover, it could be economically beneficial due to the 
possibility of selling Carbon Credit to Annex I parties of the Kyoto Protocol.  
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ABSTRACT 

 
This paper presents the steps involved in designing a test rig to study water 
sloshing phenomenon in a 560 x 160 x 185 mm PVC rectangular container 
subjected to sudden (impulsive) impact.  The design encompasses the 
construction of the testing facility and the development of a proper data 
acquisition system capable of capturing the behavior of pre- and post impact 
water motion inside the tank. Fluid motion was recorded using a video camera for 
flow visualization purpose.  Two water levels of 50 and 75% full as well as two 
driving weights of 2.5 and 4.5 kg were used.  The experimental study was 
supplemented by a computational fluid dynamics study to mimic the fluid motion 
inside the tank.  Examination of CFD capability to predict the behavior of the free 
surface of the fluid during the container initial motion and after impact is the focus 
of this paper.  The flow fields, obtained using the numerical code, are in 
reasonable agreement with those from experiments. Both experimental and 
numerical results indicated the presence of a single traveling wave before 
impact, contrary to what was observed in previous studies. 
 
Keywords: water sloshing, computational fluid dynamics, flow visualization. 

 
 

1. INTRODUCTION 

The problem of water sloshing in closed containers has been the subject of many studies over the 
past few decades.  This phenomenon can be described as a free surface movement of the 
contained fluid due to sudden loads.  Olsen [1] classified the free surface fluid motion in three 
different slosh modes consisting of i) lateral sloshing, ii) vertical sloshing, and iii) rotational 
sloshing (Swirling).  Sloshing is a phenomenon that can be found in a wide variety of industrial 
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applications such as Liquefied Natural Gas (LNG) carriers and their new design, rockets and 
airplanes fuel reservoirs and road tankers.   
 

The design of this equipment requires detailed understanding of liquid motion during sloshing.  
Sloshing can be the result of external forces due to acceleration/deceleration of the containment 
body.  Of particular concern is the pressure distribution on the wall of the container reservoir and 
its local temporal peaks that can reach as in road tankers twice the rigid load value.  In road 
tankers, the free liquid surface may experience large excursions for even very small motions of 
the container leading to stability problems.   
 
Several studies were conducted on sloshing of fluids and the extensive review by Ibrahim et al. 
[2] and Ibrahim [3] provide a thorough review of the subject liquid sloshing dynamics.  Initial work 
started in the early 1960’s with the study of the influence of liquid propellant sloshing on the flight 
performance of jet propelled vehicles.  Chwang & Wang [4] applied nonlinear theory to calculate 
the pressure force in accelerating rectangular and circular container.  It was found that during the 
initial stage of the impulsive motion, no traveling free-surface waves are present and the fluid 
simply piles up on one side of the container.  Moreover, Popov et al. [5, 6] studied the effect of 
acceleration and curvature on the fluid motion in rectangular containers and observed that the 
dynamic coefficient is influenced by the aspect ratio of fluid height to length. The study revealed 
that maximum sloshing occurs in square containers with 30 – 60% fluid level and that maximum 
forces occur at a fluid level ranging between 75 – 93%.  A similar study conducted by Ye and Birk 
[7] investigated the pressure variation at the walls of a horizontal cylindrical vessel during and 
after impact where fluid sloshing takes place at fluid levels less than 95% full.  The study revealed 
that the pressure in the tank increases as the fluid level inside the tank increases. Faltinsen et al. 
[8] studied the transient loads on sloshing tanks and observed five distinct transient phases with 
different amplitudes.  Chen and Chiang [9] conducted a simulation study on a simple two-
dimensional rectangular tank with rigid walls subjected to horizontal and vertical accelerations 
using an inviscid and incompressible fluid to examine the nonlinear behavior of fluid motion.  The 
study revealed that the fundamental frequency of the flow is strictly dependent on tank width and 
fluid depth.  The effect of fluid viscosity was studied by Faltinsen and Rognebakke [10] and 
revealed that viscosity becomes prominent in small amplitude excitations and high fluid levels.  
Moreover, Bass et al. [11] found that viscosity has a minor effect on sloshing with large excitation 
amplitudes.   

 

The traditional approaches that have been used to assess sloshing loads include linear and 
nonlinear potential flow theory, direct experimentation on scaled models and more recently the 
use of Computational Fluid Dynamics (CFD) investigated by Godderidge et al. [12, 13].  The 
results showed that the sloshing natural frequency and the inertia of the system are affected by 
the fluid level.  Potential flow theory has some limitations and cannot model fluid fragmentation or 
merging.  CFD is thus increasingly being considered as a viable tool for the study of such flows 
and is currently being tested and validated as a design method as described by Celebi and 
Akyildiz [14], Kassisnos and Prusa [15] and Ibrahim [2].  A comparative study, conducted by 
Cariou and Casella [16], has established that non-impulsive phenomena are correctly simulated 
but impacts and pressure peaks are still far more difficult to assess and need improvement.     
 
The present work focuses on the liquid flow dynamics inside a model accelerating rectangular 
container subjected to a sudden (impulsive) impact.  The container is meant to represent a road 
tanker in motion and suddenly colliding with another object resulting in an impact and sloshing of 
the fluid inside it.  The study involves experimental flow visualization and CFD modeling based on 
a two-dimensional geometry using a commercial CFD package.  The next two sections contain 
the experimental set up, measuring, image processing, and computational techniques.  These are 
followed by a result and discussion section and a conclusion.   
 

2. EXPERIMENTAL STUDY 
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The experimental study aims at capturing the fluid motion before and after impact through 
visualization.  Figure 1 shows a solid model and the actual experimental set up with proper data 
acquisition system.  The test rig consists of an acrylic rectangular tank installed with proper 
instrumentation for data collection before and after impact.  Measurements related to the tank 
displacement using proximity sensors (Omron E2A-M12) from which the tank speed and 
acceleration are determined as well as water sloshing behavior through visualization were 
recorded. Due to the high accuracy of the proximity sensor, the experimental error on time and 
space measurements are estimated to be less than 1%. Tank motion was recorded at i) the 
beginning of the accelerated motion, ii) while moving, and iii) after impact using a digital camera 
of 7.2 Mega pixels, which can capture up to 30 frames per second, and two Light Emitting Diodes 
(LEDs).  The two LEDs were used as a trigger indicator of the release of the tank at the beginning 
of the experiment and tank impact when it hits the backstop at the end of the motion.  Adjustable 
obstacles (bars) were aligned on the side of the track path where the first 14 bars have a center-
to-center distance of 20 mm and the other 8 bars have a center-to-center distance of 50 mm (see 
Figure 1).  Two magnets were installed on the impact wall in order to stop bouncing of the tank 
after it hits the stopper.  A data acquisition system using an interface card (NI PCI-6221) was 
designed to record the feedback signals from all the sensors used for measurement.   

 

a) Solid model of experimental set-up 

 

b) Actual experimental set-up 

FIGURE 1:  Experimental setup and data acquisition system 

2.1 Testing Procedure 

The experimental set up, shown in Figure 1, consists of a rectangular Perspex container 
(175x175x550 mm) filled with water, the working fluid, and seated on a trolley that runs 
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horizontally on two rails.  Plastic wheels were used to minimize friction at the rail/wheels interface.  
The trolley was driven by a steel cable attached to a counterweight where a specified dead 
weight can be placed to achieve a desired trolley-water acceleration that reflects heavy trucks’ 
motion carrying large tanks filled with fluid. 
 
Tank motion was initiated by placing pre-defined dead weights (2.5 and 4.5 kg) in the weight 
carrier and releasing the pin attaching the base plate to the frame.  The tank was filled with 
colored water to a certain level (25, 50, and 75% full).  Tank motion was measured using a 
proximity sensor and a sensing range of 4-mm as it travels from the starting point till impact.  The 
data acquisition system (DAQ) was integrated into the experiment to collect data related to tank 
movement from the proximity sensor and the LED’s.  Labview software was used to read and 
record the measurements with time.  When the tank starts moving, the closed electric circuit of 
LED1 opens and generates a logic pulse captured by the DAQ, at the same time, LED1 lightens 
up.  While traveling, data from the proximity sensor, which is attached to the base of the tank was 
recorded over time.  At impact, LED2 lightens up indicating the time at which tank impact took 
place and the corresponding logic pulse is transmitted to the DAQ (see Figure 2). The test was 
repeated several times for each combination of water volume and dead weight. 
 

 

FIGURE 2:  Schematic of the experimental setup 

 

2.2 Flow Visualization and Image Processing 

This section treats a particular case of fluid-tank system for further flow visualization and image 
processing of other cases.  The working fluid is water and the container is filled up to the height of 
87.5 mm with colored water as shown in Figure 3. In order to study the dynamics of the air-water 
interface, a 2D visualization of flow inside the moving tank was accomplished. The fluid and air-
water interface motion was examined using a video camera (Canon A520). The experimental 
setup was illuminated with normal light and the video camera was installed perpendicular to the 
direction of motion of the container in order to record the entire interfacial region and the colored 
water distribution during the sloshing period. The entire interfacial region of the tank was scanned 
during impact. Full-frame images of 92 x 35 pixels were acquired and transferred to a computer 
for processing. The calculated errors for water level are based on the uncertainty of measured 
heights from reconstructed images, which is on order of 8 %.  
In order to quantitatively characterize the observed states before and after impact, an image 
processing method using MATLAB software was developed. The colored image (Fig. 4a) was 
filtered in order to remove colors and additional noises created from the reflected light.  The 
image processing enhances the sharpness and the contrast of the image (Fig. 4b). The filtered 
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grayscale image was used to identify the position of the air-water interface (Fig. 4c).  Finally the 
reconstructed image is colored in blue and white to illustrate the position of the water front (Fig. 
4d). A sequence of reconstructed images is presented in the result section and compared with 
numerical computations. 
 

 

FIGURE 3:  Photograph showing the fluid (in red) before impact. 

 

  

a) Original image b) Grayscale image 

  

c) Front position d) Reconstructed image 

 

FIGURE 4:  Image Processing 

 

3. COMPUTATIONAL FLUID DYNAMICS 
The dynamics of fluid at hand was modeled using FLUENT to mimic the experimental results 
obtained through visualization.  The free surface fluid motion inside the tank can modeled in two 
parts i) rectilinear motion with zero initial speed and ii) post-impact fluid sloshing.  During the 
entire motion the fluid has a free surface and is unsteady and incompressible.  Since the aspect 
ratio of tank length to width is low, the fluid motion was modeled using a two-dimensional 
rectangular Cartesian mesh of 90x150.  During the first part of the tank motion, the fluid behaves 
as a rigid body, but after impact the sloshing motion is violent.  Nevertheless the flow regime is 
assumed to be laminar throughout.  This is a reasonable assumption since in this type of flow the 
phenomena at play are largely inviscid, some localized turbulence effects may be generated 
during sloshing but at the sheared interface, which should not affect the fluid-wall interactions 
during sloshing and global fluid behavior.  In addition it has the advantage of reducing the 
execution time and represents a good compromise between accuracy and CPU time. 
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The flow is considered incompressible, laminar and unsteady.  The modeling of this type of 

motion which includes a moving frame denoted by 0i
x

 attached to the tank relative to an inertial 
frame, was done using the body force approach described by Godderidge et al [13] and Kassinos 
and Prusa [15].  The effects of the linear acceleration of the tank on the fluid particles inside it 
were introduced into the governing equations as body forces: 
 

   0i i i
g g r= − &&&&&&&&      (1) 

 

The relationship between the moving coordinate system and inertial frame is given by: 

 

   oi i i
x x r= −      (2) 

 

The conservation equations of momentum and mass within the moving frame of reference are thus written 

as: 

 

  

2

0 0 0
0 0

0 0 0

1n n n

i ij n

i n i oj

u u up
u g

t x x x x

µ
δ

ρ ρ

∂ ∂ ∂∂
+ = − + +

∂ ∂ ∂ ∂ ∂
 (3) 

  
0

0

0i

i

u

x

∂
=

∂
 

Where p is the pressure, 
µ

is the fluid viscosity, 0i
u

 is the velocity vector, 0i
g

 is the total net 

body force, ig
 is the body force within the moving frame and i

r&&&&&&&&
is the inertia force resulting from 

the motion of the tank.  The acceleration i
r&&&&&&&&

 was calculated from the measured motion of the tank.  

The vector i
r

 denotes the position of the moving frame attached to the tank with respect to the 
inertial frame of reference.  The solution will therefore consist of solving the equations relative to 
the inertial frame with modified body forces that result from the acceleration of the tank. 
 
For this particular case two body forces were taken into account, the gravity in the vertical 
direction and a horizontal one due to the acceleration of the tank.  The horizontal body-force was 
set to zero for the periods at and after impact.  In addition, the absolute velocity of the fluid was 
modified at impact and set to: 
 

0i i i
u u r= + &&&&      (4) 

 

Where oiu
 denotes the fluid velocity field relative to the moving frame calculated before impact 

and i
r&&&&

is the velocity of the tank at impact.  This change is an instantaneous jump and leads to the 

strong nonlinear features of the slow behavior after impact.  The velocity i
r&&&&

 was calculated from 
the measured motion of the tank.  The integration time is for 4 seconds and the time step was 
chosen constant and equal to 0.01 second. 
 
This type of flow involves two fluids air and water and a shared interface or free surface.  The 
Volume of Fluid Method (VOF) of Hirt and Nichols [18] is used to track the variation of the 
interface by solving the continuity or advection equation for the volume fraction of the secondary 
phase given by: 
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0 0i

i

u

t x

γγ ∂∂
+ =

∂ ∂
    (5) 

 

The above equation will not be solved for the primary phase; the primary phase fraction will be 
computed based on the following constraint: 
 

   

2

1

1
q

q

γ
=

=∑      (6) 

 

The finite-volume method was used in FLUENT to solve the momentum and continuity equations.  
The solver used is implicit and segregated with a time integration being first order implicit.  The 
PISO (Pressure-Implicit-Splitting Operator) algorithm was used for pressure-velocity coupling and 
the Volume-of-Fluid (VOF) method where the equations are solved on a fixed mesh with the 
surface being located via the use of a void fraction.  The free surface was taken to be the contour 
of the void fraction and was used as the multiphase model to track the shape of the air-water 
interface.  The first order upwind discretization scheme was used for the momentum and volume 
fraction equations.  At time t = 0, all the fluid was assumed to be at rest and the pressure inside 
the tank was assumed to be equal to the atmospheric pressure. 
 

 

4. RESULTS AND DISCUSSION 
Four experiments with different water levels and dead weights required to start tank motion were 
conducted.  The aim of the experiment was to i) measure the distance travelled by the tank over 
time using a proximity sensor and ii) visualize the fluid motion before and after impact.  Figure 5 
shows a typical raw data for a 50% water level driven by a 2.5 kg dead weight.  The output 
signals were obtained from the proximity sensor from which the tank displacement and elapsed 
time can be obtained.  The responses of the proximity sensor and the two LEDs are shown in 
Figure 5 where the travel time is the time taken by the tank from the beginning of the motion till 
impact.  In the flow visualization, it is the time between the lighting of the first LED (LED1) and the 
lighting of the second LED (LED2).  The obtained displacements were used to develop 
expressions for the tank velocity and acceleration for different testing conditions.  A summary of 
four tests is presented in Table 1 which includes regression expressions with accuracy of 99.99% 
for the velocity and acceleration needed for the computational fluid dynamics study using 
FLUENT.   
 
The velocity and acceleration included in Table 1 were used in CFD as initial conditions to 
simulate the flow behavior in similar conditions to the experimental study.  The motion before 
impact lasts for about 1.98 seconds.  Comparison between the fluid motion obtained 
experimentally and numerically for a typical case (50% full and 4.5 kg dead weight) is shown in 
Figure 6.  During that time the bulk of the fluid moves towards the right hand side wall to reach a 
maximum height at t=0.67 seconds.  It then moves towards the opposite wall before coming back 
at t=1.14 seconds, as seen in Figure 6,  with a traveling wave contrary to what Chwang and 
Wang [4] observed.  It was observed that the free surface inclination changes direction twice.  
Subsequently, the fluid builds up on the right hand side wall to reach a maximum level just before 
impact as observed by Chwang and Wang [4]. 
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FIGURE 5:  Pulse curves for 50% full water level and 2.5 kg dead weight. 

 
 

 

Characteristics/case Case 1 Case 2 Case 3 Case 4 

Water level (%) 50 50 75 75 

Mass used (kg) 2.5 4.5 2.5 4.5 

Displacement (m) x(t) = 0.218t
1.85

 x(t) = 0.407t
1.89

 x(t) = 0.180t
1.84

 x(t) = 0.352t
1.90

 

Velocity (m/s) v(t) = 0.0.403t
0.85

 v(t) = 0.768t
0.89

 v(t) = 0.33t
0.84

 v(t) = 0.670t
0.90

 

Acceleration (m/s
2
) a(t) = 0.34t

-0.15
 a(t) = 0.68t

-0.11
 a(t) = 0.277t

-0.16
 a(t) = 0.605t

-0.10
 

Travel time tr (sec) 2.82 1.98 3.14 2.12 

Terminal velocity      

v(tr) (m/s) 

0.969 1.41 0.864 1.32 

 
TABLE 1:  Cases considered in the experiment with their corresponding results 

 

 

The experimental profiles compare well with the CFD results; both show the build up against the 
right, left then right – wall again of the fluid.  At impact the fluid exhibits a violent sudden motion 
forward moving along the opposite vertical wall, around the top left corner and along the ceiling at 
t=2.17 seconds.  At t=2.44 seconds the fluid accumulates in the left half of the container with 
large surface excursions of fluid and a displaced center of mass, before moving back to the right 
hand side with subsequent oscillations left-right.  The CFD results show some discrepancies with 
the experimental photographs but the agreement is qualitatively encouraging knowing that the 
CFD model is two-dimensional and based on laminar flow.  The CFD calculations show air 
entrapped within the bulk of the fluid.  The experimental results do not show this entrapment and 
may due to slow speed of the camera used.   
 
The fluid height on the right tank wall was traced experimentally and numerically during the pre- 
and post impact.  Comparison between the simulation and experimental results showed a good 
agreement.  The measured points are nearly similar to the simulated ones especially before 
impact.  However, both results showed some discrepancies after impact due to minor bouncing of 
the tank (see Figure 7).   
 

 

 

 

 

 Experimental Results      Numerical Results 
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a) at t = 1.14 s (before impact) 

 
 

b) at t = 1.34 s (before impact) 

  
c) at t = 1.68 s (before impact) 

  
d) at t = 1.94 s (before impact) 

 
 

e) at t = 2.04 s (after impact) 

  
f) at t = 2.17 s  (after impact) 

 
 

g) at t = 2.44 s  (after impact) 

  
h) at t = 2.97 s  (after impact) 

 
FIGURE 6:  Comparison between experimental and numerical results for 50% fill level and 4.5 kg. 
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FIGURE 7:  Right-side water level measurement for 50% fill level and 4.5 kg 
 

 

5. CONCLUSIONS 
The water sloshing phenomenon in a rectangular tank under sudden impact was investigated 
experimentally and numerically.  Design of the testing rig and selection of proper sensors as well 
as data acquisition system was performed.  Flow visualization of simulation and experimental 
results showed a good agreement.  The water level for both simulated and experimental results 
compared well during motion and showed a minor discrepancy after impact which may be due to 
tank bouncing.  Contrary to previous studies, both experimental and numerical results indicated 
the presence of a single traveling wave before the impact.  Future study related to pressure 
measurements at the tank wall will be conducted for structural analysis purposes.    
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ABSTRACT 

 

In the last few years, upwind methods have become very popular in the modeling 
of advection dominated flows and in particular those which contain strong 
discontinuities. For more than a decade, these methods have been used 
successfully to solve numerically the one-dimensional Euler equations. 
Fluctuation distribution has been recently introduced as an alternative to 
conventional upwinding. In contrast to standard upwinding the fluctuation 
distribution approach extends naturally to multidimensional flow without requiring 
any splitting along coordinate directions. The technique uses a narrow-stencil, 
local, piecewise linear reconstruction of the flow field solution. The flow field is 
updated in time by propagating a subset of eigenmodes of the convective 
operator. Different choices of the eigenmode subset lead to different fluctuation 
distribution schemes. 
In this paper, schemes for approximating steady solution to the two dimensional 
of the inviscid fluid equations on unstructured triangular grids are presented, also 
an analysis of fluctuation splitting schemes applied to scalar advection equations 
has been performed. Wave models based on Roe’s simple wave decomposition  
have been further developed and tested, providing an exact solution to the 
linearized equations, and decomposes the flux difference at the interface into a 
set of simple waves, all aligned with the grid face. 
In this work, the presented model of fluctuation splitting N combined with Roe 
wave models implemented in our own Code written in C++ reached the stage 
where they can be used reliably to achieve maximal computational efficiency to 
practical steady state problems in aerodynamics (Supersonic oblique shock 
reflection, Flow in a channel with a Bump, Symmetric Constricted channel flows, 
flow around NACA 0012 aerofoil, flows in a turbine-blade cascade VKI LS-59 ). 
 
Keywords: CFD, upwind, fluctuation, Euler equation, Roe, unstructured triangular meshes. 
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1. INTRODUCTION 

The equations describing inviscid and non-heat conducting flow are the Euler equations, form a 
hyperbolic system of conservation laws for mass, momentum and energy, in which information 
travels along particular directions called characteristics.  
The development of numerical methods for solving the multidimensional Euler equations with 
improved shock-capturing properties has been a very important research topic in CFD.  
 
Over the past decade, there has been a considerable interest in developing multidimensional 
upwind methods for the Euler equations, in the goal to remove the limitations of classical upwind 
methods based on one dimensional Riemann problem. The difference between this and most 
other finite volume methods used to solve systems of conservation laws is that it involves the 
decomposition of the governing equations into simple components, each of which is treated 
individually in a genuinely multidimensional manner [12]. This avoids the misinterpretation of 
certain flow features, which is inherent in many of the traditional techniques used to extend 
upwind finite volume schemes to higher dimensions, whilst retaining the shock capturing 
capabilities that have made upwinding so effective in one dimension [11].  
 
Actually multidimensional upwinding methods developed by Sidilkover, initially based on 
structured finite-volume grids but extended to unstructured cell-vertex grids, have been unified 
with the fluctuation splitting schemes [9,12]. The formulation of Sidilkover utilizes symmetric 
limiting functions, for which any existing one dimensional limiting method can be substituted, 
given that an elegant framework which surround a large variety of schemes [10].  
 
In this work we decompose the Euler system into a set of six simple wave equations [7,8].  The 
resulting scalar equations are solved using one of the newly developed multidimensional 
fluctuation splitting schemes, which distribute the residual in an upwind fashion over a compact 
cell-vertex stencil [5]. The schema originally proposed by Roe [7] and further developed in [14], 
provided a very robust method for solving the Euler equations when combined with the fluctuation 
splitting N scheme. 

 

2. METHODOLOGY 

2.1 Governing Equations 
The continuity, momentum and energy equations, governing the unsteady two-dimensional flow 
of an inviscid fluid (called the Euler equations) are written in conservative form in a cartesian 
coordinate system as follows: 

0
U F G

t x y

∂ ∂ ∂
+ + =

∂ ∂ ∂
   (1) 

where U is a state vector of dependent variables and F and G are the flux vectors in the x and y 
directions, and are given by: 

2

2

u v

uvu u p
U , F ,  G      

v uv v p

E u H v H

ρ ρρ

ρρ ρ

ρ ρ ρ

ρ ρ ρ

    
    

+    = = =
     +
    
        

 (2) 

Assuming that the fluid is an ideal gas thermally and calorically and, given the definition of total 
enthalpy H.  

H E p ρ= +        (3) 

The pressure p can then be written as : 

( ) ( )2 21
1

2
p E u vγ ρ

 
= − − + 

 
   (4) 
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where γ  is the ratio of specific heats. 

 
2.2 Fluctuation distribution scheme 
Perhaps the most-widely used numerical method to solve the above system is the finite-volume 
technique coupled with a time-advancement scheme that is based upon some known, physical 
solution. For 1D flow the solution to the Riemann problem is widely used. The solution is used an 
"upwind" manner in which flow field information is propagated in a physically meaningful direction. 
For multidimensional flow there is no readily available solution to the Riemann problem of 
constant flow field variables on each computational cell. In the absence of a “multidimensional 
Riemann solver” [8] the 1D Riemann problem solution is often applied independently on each 
spatial dimension, a procedure widely known as splitting. Splitting however, has no physical 
justification. Roe proposed some time ago [8], [9] to move away from the piecewise constant 
representation implicit in the Riemann problem in looking for a means by which to include true, 
physical multidimensional effects in a flow solver. Roe suggested a piecewise linear 
representation of the flow field. The natural domain discretization is in this case into triangles for 
2D. The quasi-linear form of the Euler equations is: 

U U U
t x y tU A U B U U F . U 0

→

+ + = + ∇ =    (5) 

Over a computational cell (i.e. a triangle) the gradient is constant in the piecewise linear 

approximation. It may be expanded in a basis formed by eigenmodes kr of the Jacobian 

F

U→

projected along some direction kµ
→

, i.e. of the matrix F ,

U

kµ
→ → 
  
 

, 

k kk

k

U rα µ
→

∇ =∑
ur

 (6) 

Integration of (5) over a triangle T leads to : 

F . .

.

U

t k k k

kT T

T
k k k

kT

U ds r ds

r ds

α µ

α λ

→ → 
= −   

 

= − = −Φ

∑∫∫ ∫∫

∑∫∫
 (7) 

where kλ  are the eignvalues from F . . .

U

k k k kr rµ λ
→ → 

=  
 

.   

 

FIGURE 1: The median dual cell around a grid node, i. "T"  is a typical triangle contains nodes i, j, k. 

 

The quantity TΦ is referred  as the fluctuation in cell T. In general ,k krλ  depend on U which is 

modified during a time step. We may however consider a constant value (denoted by an overbar) 

for ,k krλ over the cell T over a time step. 

D i 

T 

k 

 j 
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. .T
k kk kt k T k

k kT T

U ds r ds A rα λ α λΦ = ≅ =∑ ∑∫∫ ∫∫   (8) 

With TA  the area of cell T. the appropriate constant values . kk rλ are derived by requiring discrete 

conservation 

( ) ( ) ( )( )x y

T T

F G ds A U U B U U ds+ = +∫∫ ∫∫   (9) 

A condition which leads to choice ( )U U Z= with Z  the arithmetic average of the Roe parameter 

vector at each node of the triangle (details are available in [1] for example). 

( )1 2 3 3Z Z Z Z= + +   (10) 

[ ]1 3, 1,2,3
T

i i i i iZ u v H iρ= =   (11) 

The flow field values at a given node i may be updated in time by assembling contributions from 

all of the triangles sharing the node iT . Integration of (5) over the median dual cell control volume 

D (fig.1) gives 

i i

i

T T
t t

i iD T

U ds U ds β= = − Φ∑ ∑∫∫ ∫∫   (12) 

The coefficients iTβ determine how much of the fluctuation from cell Ti is sent to node i and are 

chosen so as to implement upwinding. Usually this is done separately for each eigenmode so we 

also attach a k index to the distribution coefficients, iT

kβ . From the above we may construct the 

first order time integration scheme: 

( ) ( ) i

i

T
kki i T kk

i kD

t
U t t U t A r

A
β α λ

 ∆
+ ∆ = −  

 
∑ ∑   (13) 

With DA  the area of the median dual cell control volume. Higher order time advancement is 

possible but we shall be mainly concerned with using time integration as means to compute a 
final steady state, usually employing local time stepping, so (13) is sufficient. 

Each member of the class of numerical schemes defined by (13) is defined by: 

1- A choice of the eigenmodes used in the expansion of the cell gradients (6). This is called the 
wave model. 

 

2- A choice of the coefficients iT

kβ . This is called the distribution scheme. 

  
Fluctuation distribution schemes have a number of attractive theoretical and practical properties: 

The wave model may determine the directions kµ
→

 dynamically during a computation. This is in 

contrast to many conventional schemes in which the directions along which the Jacobian UF
→

is 
projected are fixed usually they are the normals to the cell edges. Use of the cell normals leads to 
a grid dependence of the solution and a misinterpretation of gradients which are not aligned with 

the cell edge normals [8]. Dynamic computation of the directions kµ
→

significantly reduces grid 

dependence. 
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The computational stencil is narrow, limited to one cell. This is very advantageous in 
parallelization of the code and also eliminates the need for memory space for storing node 
adjacency information. 

 
The above presentation employed the conservation variable U as typically used in a computer 
code. For the purposes of theoretical analysis it is more convenient to use the primitive variables 

[ ]
T

V u v pρ= due the simpler form of the Jacobian V V VF A i B j
→

= +
r r

 and eigenvectors. 

2 2

0 0 0 1 0

0 0 1 0 0 0
,
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V V

u v
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A B

u v
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ρ ρ
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   (14) 
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00
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c
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θ θ
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ρ
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  (15) 

 
The above eigenvectors correspond to the acoustic, shear and entropy modes respectively, and 

are associated with the eigenvalues: ,
aa V cλ µ± = ⋅ ±

ur ur
 ,

ss Vλ µ= ⋅
ur ur ee Vλ µ= ⋅

ur ur
. 

3. METHODS 

3.1. The original Roe wave models 

For any given triangle T the gradient V∇
ur

has 8 components in 2D. There are therefore "8" 

degrees of freedom in choosing a wave model. These may be any combination of wave strengths 

kα and wave orientations ( )kkµ θ
→

. The first wave models proposed by Roe (for a complete 

presentation, see [11]) used six eignenmodes: 4 acoustic oriented along directions ,aθ 2aθ π+ ,  

,aθ π+ 3 2aθ π+ , 1 entropy wave oriented along eθ  and 1 shear wave oriented along sθ . The 

angles eθ , sθ are determined dynamically for each cell at each time step. The non-linear system 

(6) admits an exact analytic solution [11]. 
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Where:   
( ) ( )

2 2

cos2 sin2
x y x ys s s s

v u u v
R

c c
α θ α θ

   + +
   = − + +
      

           (20) 

The angle sθ  has to be imposed. Different choices determine different variants of the original 

Roe six-wave models: 
 

i) Wave Model B proposed by Roe [7]: sθ is chosen perpendicular to the flow direction. In this 

model, the shear does not provide a contribution to the cell fluctuation. 
 

ii) Wave Model C of De Palma et al. [14]: sθ is chosen aligned along the pressure gradient. This 

model has problems in recognizing isolated shear layers through which pressure is constant. 
 
iii) Wave Model D of Roe [13]: It is based on the strain-rate axes and couples the shear and 
acoustic wave fronts in the following form,  
 

( )4sgn
s a

x yv uθ θ π −= +       (21) 

This model produces acoustic waves aligned with the principal strain-rate tensor. 

 
3.2. Linear distribution schemes 

The choice of a wave model determines the kα coefficients in (13), i.e. the fluctuation. In order to 

completely define the numerical scheme one must also specify how the cell fluctuation is 
distributed to the nodes. In the distribution stage upwinding is applied to each wave mode. There 

exist two classes of relative position of the wave vector kµ
ur

with respect to triangle: either there is 

only one downstream node in which case the wave mode is said to be single-target or there are 
two downstream nodes in which case the wave mode is said to be two-target. In the single-target 
case the entire fluctuation is sent to the downstream nodes. In the two-target case the fluctuation 
must be somehow apportioned between the two downstream nodes. There are many distribution 
schemes available (see [7] for an extensive presentation) differing only in how they treat the two-
target case. A general classification which is important in establishing numerical accuracy is with 
respect to the dependence of the scheme coefficients upon the field values. Equation (13) may 

be formally rewritten as ( )i j jj
U t t a U+ ∆ =∑ , if the coefficients ja do not depend on the nodal 

values the scheme is said to be linear.  If we have ( )ja a U=j  the scheme is non-linear. We shall 

consider just two of the most widely used linear schemes. We shall assume node 1 is upstream 
and nodes 2 and 3 are downstream. See figure 2. 
 
3.2.1. The N scheme  
Uses a distribution based upon decomposing the wave vector along the cell edges: 

,2 ,3k k kµ µ µ
→ → →

= +      (22) 

This lead to the distribution coefficients: 

2 3,2 ,3,k k k kβ µ µ β µ µ
→ → → →

= ⋅ = ⋅    (23) 
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FIGURE 2: The geometric interpretation of the N scheme 
 
 

3.2.2. The LDA scheme  
Uses a distribution based upon the areas delimited by the wave vector 

2 2 3 3,T TA A A Aβ β= =    (24) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 3: The geometric interpretation of the LDA scheme 

 
 

3.3. Non-linear distribution schemes 
The above linear distribution schemes are first order accurate in space which is not sufficient for 
practical work. Sidilkover [9] showed how to obtain second order accuracy by using limiter 
functions. Limiters are applied only in the two-target case. The general form of a limited 
fluctuation distribution is : 
 

( ) ( )2,lim 2 2 3 3,lim 3 2 3,L LΦ = Φ − Φ − Φ Φ = Φ − Φ − Φ  (25) 

 
With the limiter function satisfying the properties of (1) linearity preservation L(a, a) = a and (2) 
symmetry L(a, b) = L(b, a). 
Common limiter functions are: 

-  MinMod:          ( ) ( )( )0L a, sgn( a )max , , b =   b  min a  sgn a                            (26) 

-  Harmonique:    ( ) ( )( )
1 2

1
2

ab
L a, sgn ab

a b
= +

+
 b                (27) 

3k ,µ
ur

 

 

1

3

2 

2k ,µ
ur

 
kµ

ur
 

3 

1 

2 

kµ
ur

 

4 
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-  Superbee:        ( ) ( )
1 2

1 1 2
2

a a
L a, b sgn( ab ) b max min , , min ,

b b

    
= +     

    
              (28) 

4. Computational examples and Results 

The test cases presented in this paper have been chosen specifically to show the performance of 
our Code in capturing oblique shock. All cases analyzed were run on unstructured triangular grids 
type Delaunay-Voronoï, the generator of mesh is called Emc2 developed at the Laboratory 
Jacques-Louis Lions, University of Pierre et Marie Curie in Paris. 
For all the aerodynamic test cases presented in this paper the flow is from left to right and is 
initially set to take the freestream values throughout the domain. 

For all illustrations, we show the iso-Mach lines of the steady state solutions using Roe’s Model 
“D” with the minmod limiter. The five test cases studied are: 
 
4.1. Supersonic Oblique Shock Reflection 

The first test case is designed to exhibit the shock capturing capabilities of the scheme in 
supersonic flow. 

The domain defined by (x, y) ∈ [0,4] × [0,1]. The grid for this domain is shown in the Fig.4. 

 
FIGURE 4: The grid for the oblique shock reflection test case. 

 
The boundary conditions are set so that an oblique shock enters the domain with an incoming 
Mach number of 2.5 at the top left hand corner at an angle of 29° to the horizontal, is reflected by 
a flat plate along the lower boundary, approximately 45% of the distance along the channel and 
leaves the domain again just below the top right hand corner, figure 5. 
 

 

FIGURE 5: Mach contours for the oblique shock reflection. 
 

 

4.2. Flow in a Channel with a Bump 

In this second test case we consider the two regimes: 
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4.2.1. Transonic flow: The flow is over a domain defined by (x, y) ∈ [0,3] × [0,1] and with 10% 

circular arc bump, the Mach number is M∞ = 0.675. The grid for this domain is shown in the 
Figure 6. 
 

 
FIGURE 6: The grid for the constricted channel with a 10% circular arc bump on the lower surface. 

 
 
The resulting flow contains a single shock on the lower surface, about 72% downstream along 
the bump, figure 7. 
 

 
FIGURE 7: Mach contours in a Channel with a Bump, M∞ = 0.675, 10% circular arc bump. 

 
 
 

4.2.2. Supersonic flow: The flow is over a 4% circular arc bump, Mach number is M∞ = 1.4. 
The steady state flow is completely supersonic with strong shocks being created at both the front 
and rear of the bump which are reflected of the walls of the channel further downstream, see 
figure 8. 
 
 

 
FIGURE 8: Mach contours in a Channel with a Bump, M∞ = 1,4 and 4% circular arc bump. 

 

4.3. Symmetric Constricted channel flows “Cosine bump channel” 
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In the third test case the computational domain represents a channel of length 3 meters and width 
1 meter, with bumps of the same shape and size in the centre of either wall of the channel. The 
bumps are one meter in length and are defined such that the breadth of the channel is given by: 

2
0 2 c

h

l

x x
B B B cos

x
π

 −
= − ⋅ 

 
  for 

2

l
c

x
x x ,− ≤             (29) 

Where: 
B0 =1 is the breadth of the channel. 
Bh is the height of each bump, in this case is taken to be 0.04.  
xc=1.5 is the x coordinate of the center of the constriction. 
Xl =1 is the length of each bump.       
 
The grid, shown in Figure 9 contains 2631 nodes and 5050 triangular cells.   

 
FIGURE 9: The grid for the symmetric constricted channel flow test cases. 

 
 

4.3.1.  Subsonic case: 

The inflow Mach number is given as M∞ = 0,5, the resulting steady solution is a subsonic, 
isentropic, symmetric solution about the bump, see figure 10. 
The boundary conditions are: the upper and lower surfaces are solid walls, and characteristic 
conditions are applied at the subsonic inlet and outlet. 
 

 
FIGURE 10: The grid for the symmetric constricted channel flow test cases. 

 

 
4.3.2. Transonic case: 

In this case we consider Mach number is M∞ = 0.71. 
We remark the appearance of a band of shock downstream from the two arcs which gives a 
normal shock wave, see figure 11. 
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FIGURE 11: The grid for the symmetric constricted channel flow test cases. 

 
4.3.3.  Supersonic case: 

In this case we consider Mach number is M∞=1.6. 
The result of the flow in this case is the shock waves appeared upstream and downstream from 
the two bumps. 
 

 
FIGURE 12: The grid for the symmetric constricted channel flow test cases. 

 
 
4.4. NACA0012 Aerofoil 
 
The third test case present the two dimensional flow around a symmetric NACA0012 aerofoil 
which is the most common geometries used by aerodynamicists to validate CFD codes because 
experimental and numerical results are available for a wide variety of flow speeds and angles of 
incidence.  

We consider two problems, transonic and supersonic flows. The grid consists of 260 nodes on 
the aerofoil, the far field boundary has been located at 30 chords distance, giving a total of 6137 
nodes. The complete grid is shown in figure 13 and the region close to the aerofoil is shown in 
figure 14. The boundary conditions imposed are a solid wall tangency condition on the surface of 
the airfoil; with the freestream values plus a vortex correction imposed at the far field boundary.  
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FIGURE 13: Grid around the NACA 0012 aerofoil. 

 

 

 

 

FIGURE 14: Details of NACA 0012 grid. 

 

4.4.1. Transonic flow: We take the Mach number to be M∞ = 0.85 and an angle of attack of     
α = 1°. We notice the appearance of a strong shock near the tail of the aerofoil on the upper 
surface and a slightly weaker shock further upstream on the lower surface, figure 15. 
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FIGURE 15: Transonic flow over NACA 0012, M∞ = 0.85, α = 1°; Mach contours. 

 

4.4.2. Supersonic flow: Mach number is M∞ = 1.2, α = 0°. The solution shown in the figure 16 
shows the capacity of the code to capture the shock waves, then a shock wave detached 
upstream from the profile, what is in conformity with the results obtained in the literature. 
 

 
FIGURE 16: Supersonic flow over NACA 0012, M∞ = 1.2, α = 0°; Mach contours. 
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4.5.  VKI-59 Turbine Cascade 
The last test case is that of a transonic flow through the VKI LS-59 gas turbine cascade which has been 
measured on wind tunnels and computed by many researchers. In our case, at the inlet boundary the flow 
angle is 30°, total pressure and total temperature are set to 1bar and 293 K. A static back pressure of 0.407 
bar, which is equal to an isentropic Mach number of 0.85. The Mach contours of the transonic flow through 
turbine cascade VKI LS-59 is shown in figure 18.  

 
FIGURE 17: The grid for the Transonic flow through turbine cascade VKI LS-59. 

 

 

FIGURE 18: Transonic flow through turbine cascade VKI LS-59;  Mach contours. 
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5. CONCLUSION & FUTURE WORK 

The aim of this work is achieved, for each of the test cases the original Roe wave model type D is 
applied (which decompose the Euler equations into a set of six simple wave equations). When 
this model is combined with the fluctuation splitting N scheme it gives a very robust method for 
solving the Euler equations in complex geometries. 

The purpose of the numerical results reported in our work show that our code written in C++ is 
comparable in accuracy, efficiency and robustness to others. 

The ability of the code to capture the shock waves in different regimes: subsonic, transonic and 
supersonic flows has been illustrated, our results in all test cases are comparable with those 
produced in the literature.  

In the future, we intend to study the efficiency of multidimensional upwind methods for the 
solution of conservation laws by applying grid adaptation (Effect of mesh refinement and the 
movement of nodes). 
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 ABSTRACT 

A matrix method is used to estimate the probabilities of complex system events by simple 
matrix calculation. Unlike existing methods, whose complexity depends highly on the system 
events, the matrix method describes the general system event in a simple matrix form. 
Therefore, the method provides an easy way to estimate the variation in system performance 
in terms of availability with respect to time. 

Purpose- The purpose of paper is to compute availability of cattle feed plant .A Cattle feed 
plant consists of seven sub-systems working in series. Two subsystems namely mixer and 
palletiser are supported by stand-by units having perfect switch over devices and remaining 
five subsystems are subjected to major failure. 

Methodology/approach- The mathematical model of Cattle feed plant has been developed 
using Markov birth – death Process.The differential equations are solved using matrix method 
and a C-program is developed to study the variation of availability with respect to time. 

Findings- The study of analysis of availability can help in increasing the production and 
quality of cattle feed. To ensure the system performance throughout its service life, it is 
necessary to set up proper maintenance planning and control which can be done after 
studying the variation of availability with respect to time. 

Originality/value- Industrial implications of the results have been discussed. 

Keywords: Availability, Differential Equations, Markov Process, Matrix Method. 
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1 INTRODUCTION 

 Modern engineering systems like process and energy systems, transport systems, offshore structures, bridges, 
pipelines are design to ensure the successful operation throughout the anticipated service life. Unfortunately 
there is a threat of deterioration of processes, so it is necessary to study the variation of availability with respect 
to time. The objective of the present paper is to analysis the availability of cattle feed plant. Cattle feed plant 
mainly consists of seven subsystems namely Elevator, Grinder, Hopper, Mixer, Winch, Palletiser and Screw 
conveyor. These units are arranged in series. Failure and repair rates of each machine are assumed to be 
constant. The mathematical model of cattle feed plant has been developed using Markov birth – death Process. 
The differential equations have been developed on the basis of probabilistic approach using transition diagram. 
Matrix method is used to solve these equations and calculations are done with the help of c-program. Won-Hee 
Kang, Junho Song and Paolo Gardoni [18] discussed the matrix based system to calculate system reliability. The 
findings of the present paper can be considered to be useful for the analysis of availability and for determining 
the best possible maintenance strategies for a cattle feed plant concerned.   

 

2. LITERATURE SURVEY  

 The last decades has witnessed a growing interest in the development and application of reliability methods in 
the field of various industrial sectors related with maintenance engineering and management. Recently, many 
researchers have discussed reliability of different process industries using different techniques. Kumar and 
Singh [2] analyzed the Availability of a washing system of paper industry. Singh, Kumar and Pandey [3, 5] 
discussed the reliability and availability of Fertilizer and Sugar industry .Dayal and singh [4] studied reliability 
analysis of a system in a fluctuating environment. Zaho [6] developed a generalized availability model for 
repairable component and series system including perfect and imperfect repair. Michelson [7] discussed the use 
of reliability technology in process industry. Singh and Mahajan [8] examined the reliability and long run 
availability of a Utensils Manufacturing Plant using Laplace transforms. Günes and Deveci [9] have studied the 
reliability of service systems and  its application in student office and Habchi [10] discussed and improved  the 
method of reliability assessment for suspended test . Jain [11] discussed N-Policy for redundant repairable 
system with additional repairman. Gupta, Lal, Sharma and Singh [12] discussed the reliability, long term 
availability and MTBF of cement industry with the help of Runga – Kutta method. Kiureghian and Ditlevson [13] 
analyzed the availability, reliability & downtime of system with repairable components. Kumar, Singh and 
Sharma [15] discussed the availability of an automobile system namely “scooty”. Tewari, Kumar, Kajal and 
Khanduja [16] discussed the availability of a Crystallization unit of a sugar plant. In these papers, authors used 
either Laplace transforms method or Lagrange’s or runge-kutta method to solve differential associated with 
particular problem. Jussi K.Vaurio [17] discussed current research and application related to the modeling, 
optimization and application of maintenance procedures for ageing and deteriorating engineering and structural 
systems. It has been observed that these methods involve complex computations and it is very difficult to 
calculate availability/reliability of the system by these methods. In fact, problem of calculating variation of 
availability with time has not satisfactorily been tackled till now. This leads to the development of matrix method 
in order to calculate reliability of the system. In the present paper, matrix method is used and then computer 
program is developed to calculate the value of availability at various interval of time. The variation in the 
availability of cattle feed plant is also shown with the help of graph.  

3. THE SYSTEM 

The Cattle feed plant mainly consists of seven subsystems namely Elevator, Grinder, Hopper, Mixer, Winch, 
Palletiser, Screw conveyor. Initially Elevator lifts the material and put it into the Grinder. Grinder grinds the raw 
material and then the material is put into the Hopper. Hopper is used for the storage and cooling of material. 
Cooling is done by the fans present in the Hopper. Then the material is put into the Mixer for proper mixing of 
certain additives in specified ratio. This mixture is lift by Winch which put this mixture into the Palletiser. 
Palletiser allows the mixture to move forward and passes through holes which give them a proper shape. Finally 
Screw conveyor carries the final product to the store where it is packed for final delivery 
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The Cattle feed plant consists of the following seven main subsystems: 
I. Elevator (A) consists of one unit. The system fails when this subsystem fails. 

II. Grinder (B) consists of one unit. It is subjected to major failure only. 
III. Hopper (C) consists of one unit. It is subjected to major failure only. 
IV. Mixer (D) consists of two units, one working and the other is in cold standby. The cold standby unit is of 

lower capacity. The system works on standby unit in reduced capacity. Complete failure occurs when both 
units fail.  

V. Winch (E) consists of one unit. The system fails when this subsystem fails 
VI. Palletiser (F) consists of two units, one working and the other is in cold standby. The cold standby unit is of 

lower capacity. The system works on standby unit in reduced capacity. Complete failure occurs when both 
units fail. 

VII. Screw conveyor (G) consists of one unit. The system fails when this subsystem fails 

 
 
4. ASSUMPTIONS AND NOTATIONS 
I.  Repair rates and failure rates are negative exponential and independent of each other. 
II.  Not more than one failure occurs at a time. 
III.  A repaired unit is, performance wise, as good as new. 
IV.  The subsystems D and F fail through reduced states.  
V.  Switch-over devices are perfect. 

 
A, B, C, D, E, F, G         : Capital letters are used for good states. 
D , F                    : Denotes the reduced capacity states. 
a, b, c, d, e, f, g              : Denotes the respective failed states. 

λ i                                 : Indicates the respective mean failure rates of Elevator, Grinder, Hopper, 
Mixer, Winch, Palletiser, Screw conveyor.  i =1,2,3,4,5,6,7,8,9. i = 5 and 8 
stands for failure rates of reduced states of D and F respectively. 

µ
i             : Indicates the respective repair rates of  Elevator, Grinder, Hopper , Mixer, 

Winch, Palletiser, Screw conveyor, i =1,2,3,4,5,6,7,8,9. i = 5 and 8 stands 
for repair rates of reduced states of D and F respectively. 

Pi (t)     : Probability that the system is in i 
th
 state at time t. 

Pi ' (t)        : Derivative of probability function Pi (t).   

 
 
5. MATHEMATICAL MODELING 
Probabilistic considerations give the following differential equations, associated with the transition diagram as 
given by figure 2. 

1 1 1 1 5 2 6 3 7 6 8 9 9 4 4 7 2
'( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )p t a p t p t p t p t p t p t p t p tµ µ µ µ µ µ µ= + + + + + + +

 

2 2 2 1 21 2 20 3 19 4 3 6 18 8 17 9 16 7 1
'( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )p t a p t p t p t p t p t p t p t p t p tµ µ µ µ µ µ µ λ= + + + + + + + +

3 3 3 1 28 2 27 3 26 5 25 6 24 8 23 9 22 4 2 7 4
'( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )p t a p t p t p t p t p t p t p t p t p t p tµ µ µ µ µ µ µ λ λ= + + + + + + + + +

4 4 4 1 15 2 14 3 13 5 12 6 11 9 10 7 3 4 1
'( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )p t a p t p t p t p t p t p t p t p t p tµ µ µ µ µ µ µ λ= + + + + + + + +

 
Where 

 1 1 2 3 6 9 4 7
( )a λ λ λ λ λ λ λ= − + + + + + +

       2 1 2 3 4 6 8 9 7
( )a λ λ λ λ λ λ λ µ= − + + + + + + +

 

 3 1 2 3 5 6 8 9 4 7
( )a λ λ λ λ λ λ λ µ µ= − + + + + + + + +

    4 1 2 3 5 6 7 9 4
( )a λ λ λ λ λ λ λ µ= − + + + + + + +

   

1
'( ) ( ) ( )

5,6,7,8,9; 1, 2,3,6,9;

i j i j
p t p t p t

i j

µ λ+ =

= =
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2
'( ) ( ) ( )

16,17,18,19,20,21; 9,8,6,3, 2,1;

i j i j
p t p t p t

i j

µ λ+ =

= =
 

3
'( ) ( ) ( )

22,23, 24, 25,26,27, 28; 9,8,6,5,3,2,1;

i j i j
p t p t p t

i j

µ λ+ =

= =
 

4
'( ) ( ) ( )

10,11,12,13,14,15; 9,6,5,3, 2,1;

i j i j
p t p t p t

i j

µ λ+ =

= =
 

 
With initial conditions P1 (0) =1, otherwise zero. 

                                                 Let p(k, t) denotes the transition  probability of the event that the system is in 
state k at the time t. Since the number of all the possible transition states of the complex system is‘28’.So the 
system of differential difference equations for above equations may be written as; 

(θI-A) P (k, t) =   0         

Where θ = d/dt, 0 is the null matrix, matrix A is the matrix of coefficients of Pi (t)’s in differential difference 
equation 

 

Matrix A=                      
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1 7 4 1 2 3 6 9

7 2 4 9 8 6 3 2 1

4 3 7 9 8 6 5 3 2 1

4 7 4 9 6 5 3 2 1

1 1

2 2

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

a

a

a

a

µ µ µ µ µ µ µ

λ µ µ µ µ µ µ µ

λ λ µ µ µ µ µ µ µ

λ µ µ µ µ µ µ µ

λ µ

λ µ

−

−

−

−

−

−

3 3

6 6

9 9

9 9

6 6

5 5

0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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λ µ

λ µ

λ µ
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−
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0 0 0 0 0 0 0 0 0 0 0 0
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λ µ

λ µ

λ µ

λ µ

λ µ

λ
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−

−

−

−

−
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5 5

0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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P (k, t) = [P1(t)  P2(t) ………………………………P28(t)]T and I 28x28  is the identity matrix. 
 
Let C be the matrix such that C

-1
 AC = D Where D = (d1, d2, ……..d28) be the diagonal matrix of Eigen values of  

the matrix A. 
 
We may write 
 
C

-1 (
θ1-A) P (k, t) = 0  gives 

 
(θ1-D) G (k, t) = 0 where G (k, t) = C

-1
 P (k,t)   

 
Equation is a matrix linear differential equation in G(k, t) having solution 
 
G (k, t) e

-Dt
  = K, for some constant K, with initial conditions P1(0) = 1 and 0 otherwise, 

 
We get, 
 
K = C

-1
 P (k, 0), where P (k, 0) = [1 0 0 0 0………0]

 T
 . 

 
G (k, t) = e

Dt
 C

-1
 P (k, 0) gives, 

 
 P (k, t) = C(1+ Dt + D

2
t
2
 /2! + ……….) C

-1
  P (k, 0) 

 
           = P (k, 0) + A P (k,0) t + A

2 
P (k,0) t

2
 / 2! + ……………….. 

 
           = P (k, 0) + L1t + L2 t 

2
 /2! + ………Ln t

n 
/ n! +………… where Ln = A

n
 P (k, 0) and 

 
P (k, 0) is the column matrix of order 28 x 1 
 
The initial conditions make it clear that P (k, 0) is the column matrix (1 0 0 0 ……0)

T
 ,  

 
A P (k, 0) is just the 1

st
 column of the matrix A. let us denote this column matrix by 

 
A1 = (a11, a12, …….. a1,28)

T
. 

 
A

2
 P (k, 0) = AA P (k, 0) = AA1 is again a column matrix, let us denote it by 

 
 A2 = (b11, b12, ………, b1, 28)

T
.  

 
  Let A 

r-1
  P (k, 0) = A r-1 = ( P11 ,P12,………….,P 1,28)

T 
    

 
The examination reveals that A 

r
 P (k, 0) = A A r-1 = (q11, q12 ,……..,q1,28)

T
, say  

 
Transition state availability of different stages are; 
 
P (1, t) = 1 + a11t + b11t

2
 / 2! + ………….. 

 
P (2, t) = a21t + b21t

2
 / 2! + ……………… 

…………………………………………… 
…………………………………………… 

 
P (i, t) = ai1t + bi1 t

2
 / 2! + ………………  

Since P (1, t), P (2, t), P (3, t), P (4, t) are the only working states of a system, so 
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AV (t) = P (1, t) + P (2, t) + P (3, t) + P (4, t) 

 = 1 + (a11 + a21 + a31 + a41) t + (b11 + b21 + b31 + b41) t
2
 / 2! + ……………. 

 

Availability Analysis: 

 
Availability of the system at time t is, 
 
AV (t) = P (1, t) + P (2, t) + P (3, t) + P (4, t); 
 
AV (t)=1-0.014t +0.0003404t

2
+…………………………..  

 
Results are obtained using the c-program, for detail of the program see the appendix 
 
The tables and graph of Time dependent Availability is shown below. 
 

Time 10 20 30 40 50 60 70 80 90 100 

Availability .8887 0.8189 .7739 .7441 .7237 .7093 .6986 .6895 0.6773 0.6475 

                                   

Table1: Variation of Availability with Time 
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Figure1: Variation of Availability with Time 
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6. CONCLUSIONS & FUTURE WORK 

The present paper can help in increasing the production and quality of cattle feed. The proposed method can be 
applied to complex systems that include a large system of differential equations. Using this method, we can 
easily study the variation of availability with respect to time. The differential equations are solved using Matrix 
method and a C-program is used to calculate availability of cattle feed plant. Table 1 and figure 1 shows the 
variation of availability with respect to time. Initially availability decreases sharply with respect to time and 
become almost stable after long duration of time. The same methodology can be applied in other industries so 

that the management can get maximum benefit from the same. 
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APPENDIX 

 

#include<stdio.h> 

#include<conio.h> 

void main() 

{ 

float a[28][28],b[28][28],c[28][28],d[28][28]; 

float e[28][28],f[28][28],g[28][28],h[28][28]; 

float p[28][28],q[28][28],r[28][28],s[28][28]; 

float u[28][28],v[28][28]; 

float x1,x2,x3,x4,x5,x6,x7,x8,x9,y1,y2,y3,y4,y5,y6,y7,y8,y9; 

int t; 

float a1,a2,a3,a4; 

float av1,av2,av3,av4,av5,av6,av7,av8,av9,av10,av11,av12,av13,av; 

int i,j,k,m=28,n=28; 

x1=.002; 

x2=.001; 

x3=.004; 

x4=.0025; 

x5=.0025; 

x6=.005; 

x7=.003; 

x8=.003; 

x9=.002; 

y1=.02; 

y2=.01; 

y3=.04; 

y4=.02; 

y5=.02; 
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y6=.05; 

y7=.03; 

y8=.03; 

y9=.02; 

printf("\n\n\n"); 

printf("\n at what time u want to find reliability t="); 

scanf("%d",&t); 

for(i=0;i<m;i++) 

{ 

for(j=0;j<n;j++) 

{ 

a[i][j]=0; 

} 

} 

a1=-(x1+x2+x3+x4+x6+x9+x7); 

a[0][0]=a1; 

a[0][1]=y7; 

a[0][3]=y4; 

a[0][4]=y1; 

a[0][5]=y2; 

a[0][6]=y3; 

a[0][7]=y6; 

a[0][8]=y9; 

a[1][0]=x7; 

a2=-(x1+x2+x3+x4+x6+x8+x9+y7); 

a[1][1]=a2; 

a[1][2]=y4; 

a[1][15]=y9; 

a[1][16]=y8; 

a[1][17]=y6; 
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a[1][18]=y3; 

a[1][19]=y2; 

a[1][20]=y1; 

a[2][1]=x4; 

a3=-(x1+x2+x3+x5+x6+x8+x9+y4+y7); 

a[2][2]=a3; 

a[2][3]=x7; 

a[2][21]=y9; 

a[2][22]=y8; 

a[2][23]=y6; 

a[2][24]=y5; 

a[2][25]=y3; 

a[2][26]=y2; 

a[2][27]=y1; 

a[3][0]=x4; 

a[3][2]=y7; 

a4=-(x1+x2+x3+x5+x6+x7+x9+y4); 

a[3][3]=a4; 

a[3][9]=y9; 

a[3][10]=y6; 

a[3][11]=y5; 

a[3][12]=y3; 

a[3][13]=y2; 

a[3][14]=y1; 

a[4][0]=x1; 

a[4][4]=-y1; 

a[5][0]=x2; 

a[5][5]=-y2; 

a[6][0]=x3; 

a[6][6]=-y3; 
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a[7][0]=x6; 

a[7][7]=-y6; 

a[8][0]=x9; 

a[8][8]=-y9; 

a[9][3]=x9; 

a[9][9]=-y9; 

a[10][3]=x6; 

a[10][10]=-y6; 

a[11][3]=x5; 

a[11][11]=-y5; 

a[12][3]=x3; 

a[12][12]=-y3; 

a[13][3]=x2; 

a[13][13]=-y2; 

a[14][3]=x1; 

a[14][14]=-y1; 

a[15][1]=x9; 

a[15][15]=-y9; 

a[16][1]=x8; 

a[16][16]=-y8; 

a[17][1]=x6; 

a[17][17]=-y6; 

a[18][1]=x3; 

a[18][18]=-y3; 

a[19][1]=x2; 

a[19][19]=-y2; 

a[20][1]=x1; 

a[20][20]=-y1; 

a[21][2]=x9; 

a[21][21]=-y9; 
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a[22][2]=x8; 

a[22][22]=-y8; 

a[23][2]=x6; 

a[23][23]=-y6; 

a[24][2]=x5; 

a[24][24]=-y5; 

a[25][2]=x3; 

a[25][25]=-y3; 

a[26][2]=x2; 

a[26][26]=-y2; 

a[27][2]=x1; 

a[27][27]=-y1; 

for(i=0;i<m;i++) 

{ 

for(j=0;j<n;j++) 

{ 

b[i][j]=a[i][j]; 

} 

} 

for(i=0;i<m;i++) 

{ 

j=0; 

c[i][j]=0; 

for(k=0;k<m;k++) 

{ 

c[i][j]=c[i][j]+(a[i][k]*b[k][j]*t)/2; 

} 

} 

for(i=0;i<m;i++) 

{ 
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j=0; 

d[i][j]=0; 

for(k=0;k<m;k++) 

d[i][j]=d[i][j]+((a[i][k]*c[k][j]*t)/3); 

} 

for(i=0;i<m;i++) 

{ 

j=0; 

e[i][j]=0; 

for(k=0;k<m;k++) 

{ 

e[i][j]=e[i][j]+((a[i][k]*d[k][j]*t)/4); 

} 

} 

for(i=0;i<m;i++) 

{ 

j=0; 

f[i][j]=0; 

for(k=0;k<m;k++) 

{ 

f[i][j]=f[i][j]+((a[i][k]*e[k][j]*t)/5); 

} 

} 

for(i=0;i<m;i++) 

{ 

j=0; 

g[i][j]=0; 

for(k=0;k<m;k++) 

{ 

g[i][j]=g[i][j]+((a[i][k]*f[k][j]*t)/6); 
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} 

} 

for(i=0;i<m;i++) 

{ 

j=0; 

h[i][j]=0; 

for(k=0;k<m;k++) 

h[i][j]=h[i][j]+((a[i][k]*g[k][j]*t)/7); 

} 

for(i=0;i<m;i++) 

{ 

j=0; 

p[i][j]=0; 

for(k=0;k<m;k++) 

p[i][j]=p[i][j]+((a[i][k]*h[k][j]*t)/8); 

} 

for(i=0;i<m;i++) 

{ 

j=0; 

q[i][j]=0; 

for(k=0;k<m;k++) 

q[i][j]=q[i][j]+((a[i][k]*p[k][j]*t)/9); 

} 

for(i=0;i<m;i++) 

{ 

j=0; 

r[i][j]=0; 

for(k=0;k<m;k++) 

r[i][j]=r[i][j]+((a[i][k]*q[k][j]*t)/10); 

} 
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for(i=0;i<m;i++) 

{ 

j=0; 

s[i][j]=0; 

for(k=0;k<m;k++) 

s[i][j]=s[i][j]+((a[i][k]*r[k][j]*t)/11); 

} 

for(i=0;i<m;i++) 

{ 

j=0; 

u[i][j]=0; 

for(k=0;k<m;k++) 

u[i][j]=u[i][j]+((a[i][k]*s[k][j]*t)/12); 

} 

for(i=0;i<m;i++) 

{ 

j=0; 

v[i][j]=0; 

for(k=0;k<m;k++) 

v[i][j]=v[i][j]+((a[i][k]*u[k][j]*t)/13); 

} 

av1=(a[0][0]+a[1][0]+a[2][0]+a[3][0])*t; 

av2=(c[0][0]+c[1][0]+c[2][0]+c[3][0])*t; 

av3=(d[0][0]+d[1][0]+d[2][0]+d[3][0])*t; 

av4=(e[0][0]+e[1][0]+e[2][0]+e[3][0])*t; 

av5=(f[0][0]+f[1][0]+f[2][0]+f[3][0])*t; 

av6=(g[0][0]+g[1][0]+g[2][0]+g[3][0])*t; 

av7=(h[0][0]+h[1][0]+h[2][0]+h[3][0])*t; 

av8=(p[0][0]+p[1][0]+p[2][0]+p[3][0])*t; 

av9=(q[0][0]+q[1][0]+q[2][0]+q[3][0])*t; 



 Deepika Garg, Kuldeep Kumar & Jai Singh  

 

International Journal of Engineering (IJE), Volume (3) : Issue (2)  219 

av10=(r[0][0]+r[1][0]+r[2][0]+r[3][0])*t; 

av11=(s[0][0]+s[1][0]+s[2][0]+s[3][0])*t; 

av12=(u[0][0]+u[1][0]+u[2][0]+u[3][0])*t; 

av13=(v[0][0]+v[1][0]+v[2][0]+v[3][0])*t; 

av=1+av1+av2+av3+av4+av5+av6+av7+av8+av9+av10+av11+av12+av13; 

printf("\n availability of the system =  %f",av); 

getch(); 

} 

 

 

 




