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EDITORIAL PREFACE 

 
This is Sixth Issue of Volume Eight of the International Journal of Computer Science and Security 
(IJCSS). IJCSS is an International refereed journal for publication of current research in computer 
science and computer security technologies. IJCSS publishes research papers dealing primarily 
with the technological aspects of computer science in general and computer security in particular. 
Publications of IJCSS are beneficial for researchers, academics, scholars, advanced students, 
practitioners, and those seeking an update on current experience, state of the art research 
theories and future prospects in relation to computer science in general but specific to computer 
security studies. Some important topics cover by IJCSS are databases, electronic commerce, 
multimedia, bioinformatics, signal processing, image processing, access control, computer 
security, cryptography, communications and data security, etc. 

 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Started with Volume 8, 2014, IJCSS appears with more focused issues. Besides normal 
publications, IJCSS intend to organized special issues on more focused topics. Each special 
issue will have a designated editor (editors) – either member of the editorial board or another 
recognized specialist in the respective field. 

 
This journal publishes new dissertations and state of the art research to target its readership that 
not only includes researchers, industrialists and scientist but also advanced students and 
practitioners. The aim of IJCSS is to publish research which is not only technically proficient, but 
contains innovation or information for our international readers. In order to position IJCSS as one 
of the top International journal in computer science and security, a group of highly valuable and 
senior International scholars are serving its Editorial Board who ensures that each issue must 
publish qualitative research articles from International research communities relevant to 
Computer science and security fields. 

   
IJCSS editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper 
submission to paper publication are controlled through electronic systems that include electronic 
submission, editorial panel and review system that ensures rapid decision with least delays in the 
publication processes.  

 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for IJCSS. We would like to remind you that the 
success of our journal depends directly on the number of quality articles submitted for review. 
Accordingly, we would like to request your participation by submitting quality manuscripts for 
review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. IJCSS provides authors with high quality, helpful reviews that are shaped to assist 
authors in improving their manuscripts.  
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Abstract 
 
Steganography is an art of hiding secret information on a cover medium through imperceptible 
methodology.  The three pillars on which a steganography algorithm should be erected are: 
Embedding capacity, Imperceptibility and Robustness. It is fortunate that all these goals are 
interdependent on one another. The state of art is finding an optimum solution that keep up all the 
steganography goals. It is believed that there is no productivity if the size of cover medium gets 
extended to meet in housing the secret data on it. This happens due to lack in refinement of 
embedding algorithm and failing in analyzing the data structure of secret data. In this paper, an 
attempt has made to improve embedding capacity and bring very less distortion to the cover 
medium by analyzing the data structure of the payload. A residual coding is carried on the pay 
load before it is submitted to Huffman encoding which is a lossless compression technique. As a 
result, the representation of payload had shrink. Further, the variable bit encoding (Huffman) do a 
lossless compression and finally the payload get housed on the cover medium. This ended with 
high embedding capacity and less imperceptibility. Peak signal to noise ratio confirms  that the 
residual coding had given improvised results than few existing embedding algorithm.  
 
Keywords: Steganography, Huffman Encoding, Peak Signal To Noise Ratio, Residual Coding, 
Distortion, Redundancy. 

 
 

1. INTRODUCTION 
Steganoraphy is a hidden communication technique, in which the event of communication taking 
place itself is concealed. The cover medium suitable for steganography can be any entity which 
can be digitally represented [2]. Steganography technique remains successful, until the artifacts of 
the cover medium remains intact. Ruining the cover image artifact while payload embedding is 
inevitable. But the artifact of the cover image can be retained to a possible extent, if the 
adulteration get introduced on the cover image is minimum during the payload get embedded on 
it. Improving embedding capacity and minimizing the distortion occurring to the cover image 
stands tradeoff. It is wiser to minimize the number (count) of distortion rather than controlling the 
occurrence of distortion. The net effect is that the overall distortion occurring to the cover image 
can be brought down. Despite of using lossless compression technique such as Huffman coding 
on the payload prior to embedding, sometime still our payload cannot be housed in the cover 
image.  This conveys us not only to increase the size of cover image that is big enough to hold 
payload but also in the other direction of viewing the statistical structure of payload (secret 
data/image). In general most representation of any information has huge volume of redundancy 
[1][9]. This redundancy can exist in several forms such as spatially adjacent pixels in an image 
are too close in their intensities too. This is a breakthrough where one can exploit the property of 
Interpixel redundancy to make an attempt in implementing Interpixel differences as coding model 
for representing an image. This Interpixel difference coding will decrease the representation (file) 
size by the number of bits required to represent the image intensity. Since, we are going to code 
the Interpixel difference; the binary bit required will be lesser on an average. Exception exists in 
the boundary or edge region of an image where the Interpixel difference will be maximum. The 
Interpixel difference will be minimum for smooth region. Determining the Interpixel difference 
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results in lesser magnitude of the pixel in contrast to the original intensity value.  When these 
lesser magnitude symbols are fed as input to the variable bit encoding (Huffman) ,it ends up with 
better compression rate. In general, Huffman coding by itself compress the source symbols to an 
optimum extent ; but it is wise if the data structure characteristics  of the payload is analysed prior 
to Huffman submission. This will help to carry out in calculating the Interpixel difference of the 
payload (secret image).    
 
The objective of the proposed work is to embed a grayscale secret image on a 24 bit RGB cover 
image using various coding technique. The Interpixel difference computed secret image is 
submitted to Huffman encoding technique results in supporting higher embedding capacity and 
peak signal to noise ratio. The rest of the paper is organized as follows: Section 2 discusses the 
background study, Section 3 covers the related works. The proposed work is exhibited in Section 
4, experimental results and discussions were given in Section 5. Finally, the concluding remark 
and future direction are given. 

 
2. BACKGROUND STUDY 
2.1 Interpixel Differencing 
Interpixel differerencing technique is used in conjunction with Huffman coding to achieve higher 
data compression. Increasing the cover medium size to house the secret data on it should be the 
secondary option. If there is scope to determine the redundancy and eliminate the same with 
alternative representation technique, then the need of searching a big cover image to house the 
secret data can be avoided. One such attempt has been taken in the proposed work.  For 
example consider intensity value of very small portion of  an image as shown in figure1. 
 

    

 

187 170 170 153 170 170 187 153 153 170 

170 170 170 153 170 170 170 153 153 170 

187 136 170 187 153 170 170 153 153 153 

170 136 170 170 170 170 170 187 187 170 

170 136 153 170 153 153 170 187 170 170 

170 153 170 170 187 136 136 170 170 187 

170 170 170 204 187 170 153 170 187 187 

170 170 170 187 204 170 187 204 170 187 

170 170 153 170 170 170 187 204 170 153 

153 153 153 153 153 153 187 170 187 187 

            

 

FIGURE 1: A snapshot of an image intensity values. 

 
To represent the above 10 ×10 image matrix we require 100 × 8 = 800 bits. If the matrix is directly 
Huffman coded, it ends up with a binary representation requirement of 850 bits. But in reality this 
image matrix will be in larger size, so we get better compression. But look in other dimension of 
the same matrix with respect to structural characteristics of it. Figure 2 shows the structural 
difference of the same matrix using Interpixel difference. In every row the first element remains 

the same, whereas i
th 
element is the difference between i

th
 pixel  and i-1

th
 pixel and i >0. 
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FIGURE 
2: Interpixel Difference Value of image intensity. 

 
When the Interpixel difference matrix that is Fig.2 is fed as input matrix to Huffman encoding, it 
ends up with a binary representation requirement of 566 bits. When we apply the same to a larger 
scale there is scope to achieve better compression and this attempt has been carried out in the 
proposed work. The Interpixel difference matrix is reversible. Every rows first element of the 
Interpixel difference matrix is used as initial value and successively the rest of the elements is 

computed by referring the preceding value. Here i
th
 element of every row is the Interpixel 

summation of i
th
 pixel  and i-1

th
 pixel and i >0. The number of unique symbols (counts) in the  

Interpixel difference image (refer Fig.2) is more than original image (refer Fig.1). For some cases 
even it may be lesser i.e. Interpixel difference image has lesser symbol than original image. But 
the net effect is that, when Interpixel differencing  technique is applied on an image for 
compression, it results in doing the compression with lesser number of bits. The bit rate is 
5.66/pixel in the case of Interpixel difference technique. This include both the Huffman table and 
Huffman Encoding. 
   
2.2 Huffman Encoding 
Huffman encoding [1][10][11] is a variable length lossless compression technique that can exactly 
reproduce the source data. Entropy of source symbol is given in equation 1.   

  

 

���� = − � ��	
�
�


�
������	
�                 … … … … … … … … … … … . . . �� 

 

where i=1-m, ai are various symbols in the source. Average length of any variable coding 

technique is given in equation 2. 

� = � ��	
�
�


�
��	
�                                     … … … … … … … … … … … . . ��� 

 

where n(ai) is the number of bits in the codeword for symbol ai and the average length is given in 

in bits/symbol. In an image, unique pixel intensities were considered as different symbols. The 
symbols vary from 0- 255.  0 denotes minimum and 255 denotes maximum intensity. The 
intensity of the pixels across the image is spatially correlated [1][9]. Information is pointlessly 
repeated in the representation of the correlated pixels. These repetitive pixels should also be 
represented by fixed number of bits in unencoded Huffman format. Actually these values are the 
best source for exploiting compression. Frequently occurred intensity value can be represented 
by variable numbers of bits (i.e. shorter bits) in contrast to the fixed number of bits for 
representing the pixel intensity used in unencoded Huffman technique. This is the core concept of 
Huffman encoding technique.    
 

187 -17 0 -17 17 0 17 -34 0 17 

170 0 0 -17 17 0 0 -17 0 17 

187 -51 34 17 -34 17 0 -17 0 0 

170 -34 34 0 0 0 0 17 0 -17 

170 -34 17 17 -17 0 17 17 -17 0 

170 -17 17 0 17 -51 0 34 0 17 

170 0 0 34 -17 -17 -17 17 17 0 

170 0 0 17 17 -34 17 17 -34 -17 

170 0 -17 17 0 0 17 17 -34 -17 

153 0 0 0 0 0 34 -17 17 0 
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Huffman encoding give compressed coding for the symbols provided as input. Huffman table has 
prefix free codes and corresponding symbols. Huffman table is used during Huffman decoding. 
Both the Huffman encoded prefix free binary code and Huffman table should be treated as 
payload and embedded in cover medium. The compression ratio depends on the count of the 
unique symbols and their frequencies. Lesser the symbol and higher the frequency results in 
higher compression, in contrast higher the symbols with less frequency results in lower 
compression. This is common in both text and image compression. Generally if the symbol count 
increases, this in turn influences the size of Huffman table. As a result the Huffman table entries 
get increased, which has impact on the compression ratio. Huffman table is an additional 
overhead in Huffman encoding technique. 

  
3. RELATED WORKS 
A stenographic technique proposed in [12] which is based on LSB replacement technique. 
Varying lengths of secret bits get embedded in every pixel. In method1 green and blue are 
embedding channels keeping red channel as indicator channel. In method2 an option is provided 
for choosing the indicator channel among the three channels. Once chosen, the remaining two 
channel act as embedding channel. In method3 the indicator channel is chosen by rotation 
scheme across all the pixels. In the first pixel red channel is indicator; green channel is the 
indicator in second pixel and in third channel blue act as indicator. Once indicator is finalized the 
remaining two channels will be used for embedding. This scheme is repeated for the consecutive 
pixels. The Mean Square Error (MSE) and PSNR is calculated for all channel and the average 
number of bits get embedded in every pixel is shown in their results.  
 
A stenographic technique proposed in [7] is based on edge adaptive scheme. The absolute 
difference between two adjacent pixels are the primary criteria in identifying the region for 
embedding secret message. They use LSBMR (Least Significant Bit Matching Revisited) as their 
data hiding algorithm. Only 2 secret bits can be embedded in each embedding unit and threshold 
T is used in identifying the embedding region. Region selection and cover image hiding capacity 
is determined through trial and error process. The sharper edge regions of cover image alone are 
used for embedding. Even though the embedding capacity is lesser it withstand against statistical 
attack and they had proved that RS steganalysis is ineffective in detecting stego work.  
 
In the steganography scheme adopted in [13], the embedding efficiency is improved by adopting 
matrix embedding method. ME-RA (matrix embedding repeat accumulate) is the data hiding 
algorithm used to hide the secret data.  The reason to choose matrix embedding is to less 
adulterate the cover image, at the same time the secret data bits should get embedded. Here, a 
hamming code matrix is employed in attaining the goal. In the proposed work, instead of 
hamming code (for matrix embedding) a simple XOR operation is performed on the host image 
bits to check its coincidence against the secret bits. The host image bit is adjusted accordingly to 
suit the secret bits. 
 
A novel image steganography technique [14] was discussed in which the cover image’s spatial 
value is transformed in to Discrete Cosine Transformation (DCT); its LSB is modified to match the 
secret message. The secret message is Huffman encoded prior to the embedding scheme which 
achieves a significant compression rate. A higher embedding capacity and PSNR is obtained 
using this technique. This technique is superior to the method proposed in [16]. 
 
A stenographic technique [15]  based on wavelet transformation on the images is proposed. 
Discrete Wavelet Transformation (DWT) converts the spatial domain of cover image into 
frequency domain.  Huffman compression is applied for the stream of secret bits before 
overlaying them on the cover image. A high PSNR and very high embedding capacity is 
achieved. A higher level of security is obtained because the Huffman table and encoding rules 
are black box to the intruder. 
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A Least Significant Bit [17] steganographic scheme technique in which the secret image is bit 
plane coded, runlength encoded and finally Huffman compressed yielded a high embedding 
capacity. The payload (secret image) get embedded is just 4 bits out of  every 8 bit pixels. 
Remaining 4 bits of every pixel is artificially constructed in the destination during the process of 
making the secret image from the stego image. The secret image retrieved in the destination is a 
lossy one, but sill PSNR above 30dB is acceptable.  

 
4. PROPOSED METHOD 
Interpixel redundancy is a very basic fact exists in any image. If the Interpixel differences are 
recorded for representing the intensities of every pixel, it could result in exhibiting a smaller 
magnitude.  Huffman encoding take the full advantage of the Interpixel redundancy value and 
perform encoding for the same.  The net effect is that, the obtained payload compression ratio is 
high. This is experimentally proved through simulation result. This is the central theme behind the 
proposed work. Least significant bit embedding and matrix embedding are the two spatial domain 
steganography embedding algorithm used in the proposed method. 
 
4.1 Least Significant Embedding 
Least Bit (LSB) embedding [4][5][6][19][20][21][22] is one of the renowned spatial domain 
steganography techniques. The process of LSB embedding carried on a cover medium is 
explained below.Suppose we want to encode the letter A (ASCII 65 or binary 01000001) in the 
following 8 bytes (pixel intensities) of an image cover medium, it can be done as follows:  
 

 93          208      28        172  231         135            107        227 

01011101   11010000   00011100   10101100 11100111   10000111   01101011   11100011 

becomes 

92          209               28         172             230         134            106         227 

01011100   11010001   00011100   10101100 11100110   10000110   01101010   11100011 

4.2 Matrix Embedding  
In matrix embedding[3][8][13] technique, the LSB’s of all the channels of every pixels are taken to 
embed two bits of secret image.  
 
4.2.1 Embedding  
To encode bit b1 and b2 in the LSB of three channels of a pixel: say X1, X2 and X3. Equation3 
must be satisfied. 

 

b1 = LSB�x1� ⊕ LSB�x2�
b2 = LSB�x2� ⊕ LSB�x3�                                     … … … … . … . �3� 

    
 
If equation3 is not satisfied, a minor modification will be done on X1, or X2 or X3 to satisfy the 
same. If the first one is satisfied but not the second one, simply flip the LSB of x3. If the second 
one is satisfied but not the first one, flip the LSB of x1. If neither is satisfied, flip LSB of x2. 
 
4.2.2 Extraction 
Every consecutive 3 bytes of stego image are extracted to construct 2 bits of secret image. This 
process is repeated until the required secret image bits are constructed. To extract bit b1 and b2 
from LSB of three channels of a pixel:  say X1, X2 and X3 equation4 is applied on the stego image 
pixels. 

LSB�x1� ⊕ LSB�x2� = b1

LSB�x2� ⊕ LSB�x3� = b2
                                     … … … … . … . . �4� 
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These collected bit streams are grouped and submitted for further operation of constructing the 
secret image. 
4.3 Embedding Process 
Figure 3 shows the embedding process carried on the sender side. After embedding the sender 
will send the cover image which has secret data (Image) embedded in it. The steps carried on the 
sender side are given below. 
 
While computing Interpixel difference, preserve the 0

th
  column of secret image as it is.  For the 

rest of the element do the following process. Assume A is a secret image matrix and B is the 
resultant matrix, where the Interpixel difference are computed and stored. Refer Fig1 and Fig2 for 
understanding.  
 

Step1: Compute Interpixel difference by subtraction:  B(i,j) =A(i,j+1) – A(i,j) where i = 0-  
           m-1 and j = 0- n-1. m and r are rows and column respectively. For every row B   
           start at first column,since 0

th
 column already preserved from A matrix. This means      

           that index value  of j for B matrix vary from 1-m, and i vary from 0-n.  
Step2: Apply Huffman encoding for the output obtained from Step1 which results in 
           Huffman table and Huffman encoded secret image bit streams. 

    Step3: Embed dimensions of secret image and the resultant component (Huffman table 
                       and Huffman encoded secret image bit streams) obtained from Step2 into the  
                       cover image using matrix/LSB embedding technique. 
    Step4: Send the stego image obtained from Step3 to the receiver. 
 
4.4 Extraction Process 
Figure 4 shows the extraction process carried on the receiver side. Upon receiving the stego 
image, the receiver should extract the Huffman table, Huffman encoded bit streams and secret 
image dimension from the stego image. The steps carried on the receiver side are given below. 
 

Step 1:  For retrieving the secret image’s binary bits from the stego image, extract the    
            LSB’s from every pixel, apply matrix/LSB extraction technique and construct  
            Huffman table and Huffman encodings using the LSB’s bit streams. 
Step 2: The Huffman table and Huffman encodings obtained in Step1 is used in Huffman 
            decoding process.  
Step 3: Finally to construct the secret image, reverse Interpixel difference process should  
             be carried out on the Huffman decoded data. Assume Huffman decoded result as 
            matrix B. Refer Fig.1 and Fig.2 for understanding. Reverse Interpixel calculation   
            are carried out as follows:   

a. To construct the secret_image matrix, 0
th
 column can be directly 

taken from Huffman decoded result ,say matix B 0
th
 column. 

b. To construct other pixel, secret_image(i,j)= secret_image(I,j-
1)+B(i,j). where i varies from 0-m-1 and j varies from 1 – n-1. 

Step 4: At last,the image is constructed using all the pixels which will reveal the secret  
           image.  

 
The rate of adulteration between the cover matrix and stego matrix should be measured. To 
assess the distortion introduced by the proposed algorithm, objective measure phenomenon i.e. 
Peak Signal to Noise Ratio SNR (PSNR) and Mean Square Error (MSE) were used. Equation 5 
and Equation 6 depict MSE and PSNR respectively.  
 

��� = 1 
� ∗ � � �� !" − #!"$%                          &

"�'
… … . . . �5�

)

!�'
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where Aij represents pixel in the cover image and Bij represents pixel in the stego image; m, n 
represents the height and width of the image respectively. 
 
 

*�+, = 10 ∗ ./0'1 2�34%
��� 5       … … … … �6� 

                                                                                                                      
here max denote maximum color intensity of grayscale(255). PSNR is measured in decibels (dB). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
5. EXPERIMENTAL RESULTS 
Java 2.0 and MATLAB R2009a are the programming tools used to implement the proposed 
method. Standard 24 bit cover images of size 256 x 256 such as Lena, Baboon, Gandhi and 
Temple were used. Fig. 5 shows the secret image and Fig 6a-6d shows the cover image Lena 
and its histogram of RGB channels before distortion. Fig 6e-6h shows the stego image Lena and 
its histogram of RGB channels after distortion using Least Significant Bit embedding technique. 
Fig 6i-6l shows the stego image Lena and its histogram of RGB channels after distortion using 
Matrix embedding technique. Similarly, Fig.7,Fig.8 and Fig.9 shows the results for the cover 
image Baboon, Gandhi and Temple respectively. PSNR and embedding Capacity are the metrics 
taken here to consolidate the strength of proposed method. Histogram of the stego image shows 
that the distortion between cover and stego image is minimum. Interpixel difference coding is 

FIGURE 3: Embedding Process. 

Compute Interpixel 
Differences of Secret 

Image Pixels 

Matrix / LSB 
Embedding 

 

Huffman Encoding 
 

Huffman Encoded 
Binary Stream and 
Huffman Table 

 
                    Cover Image 

Stego Image 

 
Secret Image 

Stego Image 

Matrix / LSB decoding 
 

Reversal of Interpixel 
Difference 

FIGURE 4: Extraction Process. 

 

Huffman encoded 
binary Stream 

Huffman Table 
 

Huffman Decoding 
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Image Construction 
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used in the proposed to improve the performance of Huffman coding. The performance of 
Huffman encoding depends upon unique symbol present in the secret image. Here symbol refers 
to various unique pixel intensity or grayscale value. Table1 shows the experimental results of 
Method 3 of [12] (R.Amirtharajan et al., 2010). There is a significant improvement in PSNR and 
embedding capacity through the proposed method. The improvement obtained for LSB and 
matrix embedding is exhibited in both Table2. The maximum embedding capacity of [12] and the 
proposed method are shown in Table3 and Table4. The secret image constructed in the 
destination is lossless since no quantization process is carried out. PSNR above 30dB is 
acceptable [23] but high quality recovering (secret) image should strive for 40dB and above.  
 
The last 64 pixel in cover image is reserved for storing the technical details, which will be used in 
the receiver side to extract the secret data from the stego image. This 64 pixel (64x3=192 bytes) 
should be excluded while computing the maximum hiding capacity of cover image. Secret data of 
more unique symbol with any size can be hidden through our proposed method, provided it meets 
the above said condition. 

 
 

TABLE 1:  PSNR and MSE RESULTS for the Method3 of (R.Amirtharajan et al., 2010). 
 

Cover 
Image 
[256 
× 
256] 

 Method 3 of (R.Amirtharajan et al., 2010) 

 
Red 

Channel 

 
Green 
Channel 

 
Blue 

Channel 

Bits  
per 
Pixel 

MSE PSNR MSE PSNR MSE PSNR RGB 

Lena 0.51 51.09 0.64 50.04 0.78 49.23 4.49 

Baboon 0.50 51.15 0.63 50.13 0.78 49.21 4.48 

Gandhi 0.53 50.92 0.64 50.06 0.78 49.24 4.49 

Temple 0.49 51.16 0.64 50.10 0.78 49.21 4.48 
 

 
TABLE 2: PSNR and MSE Results of Proposed Method. 

 

 
Secret Data (Image) 

Of 
Capacity 295704 
Bits / 111 × 111 

Cover Image of size 256 X 256 

Red 
Channel 

Green 
Channel 

Blue 
Channel 

Bits  
per 
Pixel 

MSE PSNR MSE PSNR MSE PSNR 

Lena 
Lsb 0.24 54.30 0.24 54.26 0.24 54.26 5.31 

Matrix 0.18 55.37 0.18 55.50 0.18 55.47 5.31 

Baboon 
Lsb 0.24 54.29 0.24 54.28 0.24 54.26 5.31 

Matrix 0.18 55.43 0.18 55.45 0.18 55.45 5.31 

Gandhi 
 

lsb 0.24 54.31 0.24 54.29 0.24 54.26 5.31 

Matrix 0.18 55.37 0.18 55.46 0.18 55.42 5.31 

Temple 
lsb 0.24 54.24 0.24 54.29 0.24 54.27 5.31 

Matrix 0.18 55.51 0.18 55.39 0.18 55.39 5.31 
 

 
TABLE 3: Maximum Embedding Capacity of (R.Amirtharajan et al., 2010). 

 

Cover 
Image 
[256 
× 
256] 

 Method 3 of (R.Amirtharajan et al., 2010) 

Bits  per 
Pixel 
(RGB) 

Maximum Embedding Capacity 

Lena 4.49  256 X 256 X 4.49 =294256 bits 

Baboon 4.48 256 X 256 X 4.48 =293601  bits 

Gandhi 4.49 256 X 256 X 4.49 =294256 bits 

Temple 4.48 256 X 256 X 4.48 =293601 bits 
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5.1 Discussion 
In the proposed method, Interpixel difference coding is done prior to Huffman coding technique 
which has enhanced the embedding capacity when comparing [12]. The reason is that structure 
of data[1][13] in an image (pixel value) can be characterized by an equation which is discussed in 
Section 4.3 and 4.4. This residual coding resulted in getting higher embedding capacity.  
 
 

TABLE 4: Maximum Embedding Capacity of Proposed Method. 
 

Secret data (Image) 
of size 950424 bits 
for LSB and  532824 
bits for Matrix 
embedding 

Cover Image of size 256 X 256  

Red 
Channel 

Green 
Channel 

Blue 
Channel 

Bits  
per 
Pixel 

MSE PSNR MSE PSNR MSE PSNR 

Lena 
Lsb 0.48 51.23 0.49 51.20 0.49 51.17 1.65 

Matrix 0.22 54.55 0.23 54.42 0.23 54.38 2.95 

Baboon 
Lsb 0.49 51.16 0.49 51.15 0.49 51.18 1.65 

Matrix 0.23 54.45 0.23 54.45 0.23 54.45 2.95 

Gandhi 
Lsb 0.49 51.18 0.49 51.16 0.49 51.19 1.65 

Matrix 0.24 54.29 0.23 54.53 0.23 54.52 2.95 

Temple 
Lsb 0.49 51.19 0.49 51.17 0.49 51.15 1.65 

Matrix 0.23 54.40 0.23 54.42 0.23 54.49 2.95 

 
It is quite often found that a secret image which is richer and whose dimension is lesser than 
Cameraman  111 X 111 shown in Fig.4  (image used as secret image in the proposed method) 
cannot be embedded in this 256 x 256 cover image Lena. In contrast, a secret image which is not 
richer whose dimension is higher than cameraman 111 X 111 can be embedded in the cover 
image. This makes us to finalize that the embedding capacity of our proposed technique depends 
on Huffman encoding. Any image, whose Huffman compression is less, fits in the cover image 
irrespective of its size and richness. To discuss on security side, the proposed technique is robust 
enough; because extracting a data without knowing the architecture of the proposed technique is 
difficult, moreover data is Huffman encoded. Based on how the symbols are treated, the 
implementation of Huffman may vary.  But however the basic rule that should be adhered is that 
Huffman codes are uniquely decodable[1]. Even if the intruder collects the LSBs from the cover 
image, the intruder should separate the Huffman table and actual Huffman encodings.  

 
6. CONCLUSION 
An Interpixel difference image steganography algorithm which brings a better PSNR than [12] is 
proposed. Histogram of stego image and cover image are almost equal which emphasize on the 
result that distortion between cover and stego image is minimum. Capacity improvement and 
distortion reduction has been addressed in this proposed technique. In the proposed work, the 
embedding capacity of the cover image is increased, at the same time the PSNR are also 
controlled.  

 

7. FUTURE WORK 
A comparative study with predictive coding should be experimented and their result should be 
compared with Interpixel difference encoding algorithm. The proposed work should be refined in 
such a way that more embedding algorithm should be tested on a pixel before the embedding 
took place. A separate channel should be reserved for storing the embedding technique 
attempted. The proposed algorithm should be customized to support embedding in the frequency 
domain. It should be enhanced to support color images and withstand few geometrical distortion 
induced on the image. 
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FIGURE 

     Fig.6a  Lena Cover Image                          Fig.6b  Red Channel Histogram              

       Fig.6i  Lena  Matrix Stego Image                  Fig 6j  Red Channel Histogram              

Fig.6e  Lena LSB Stego Image                     Fig.6f  Red Channel Histogram               Fig.6g  Blue Channel Histogram           
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FIGURE 5: Secret Image Cameraman. 

Fig.6b  Red Channel Histogram                Fig.6c  Blue Channel Histogram           Fig.6d  Green Channel Histogram

Fig 6j  Red Channel Histogram                Fig 6k  Blue Channel Histogram               Fig 6l  Green Channel Histogram   

Fig.6f  Red Channel Histogram               Fig.6g  Blue Channel Histogram              Fig.6h Green
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Fig.6c  Blue Channel Histogram           Fig.6d  Green Channel Histogram 

Fig 6l  Green Channel Histogram    

Fig.6h Green Channel Histogram 
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           Fig.7i  Baboon Matrix Stego Image                Fig.7j  Red Channel Histogram                 Fig.7k  Blue Channel Histogram             Fig.7l  Green Channel Histogram    

    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   Fig.7a  Baboon   Cover Image                     Fig.7b Red Channel Histogram                Fig.7c  Blue Channel Histogram              Fig.7d  Green Channel Histogram 

           

                Fig.8a  Gandhi   Cover Image                     Fig.8b  Red Channel Histogram               Fig.8c  Blue Channel Histogram               Fig.8d  Green Channel Histogram                      

     

      Fig.7e  Baboon LSB Stego Image                Fig.7f  Red Channel Histogram                 Fig.7g  Blue Channel Histogram               Fig.7h Green Channel Histogram                      
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        Fig.8e Gandhi LSB Stego Image                 Fig.8f  Red Channel Histogram                 Fig.8g  Blue Channel Histogram              Fig.8h  Green Channel Histogram                      

     

     Fig.9e Temple  LSB Stego Image                Fig.9f Red Channel Histogram               Fig.9g  Blue Channel Histogram                Fig.9h  Green Channel Histogram    

    

      Fig.8i  Gandhi  Matrix Stego Image                Fig.8j  Red Channel Histogram                Fig.8k  Blue Channel Histogram              Fig.8l  Green Channel Histogram                      

  Fig.9a Temple   Cover Image                     Fig.9b Red Channel Histogram              Fig.9c Blue Channel Histogram                  Fig.9d Green Channel Histogram                      
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