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EDITORIAL PREFACE 

 
This is Fifth Issue of Volume Eight of the International Journal of Computer Science and Security 
(IJCSS). IJCSS is an International refereed journal for publication of current research in computer 
science and computer security technologies. IJCSS publishes research papers dealing primarily 
with the technological aspects of computer science in general and computer security in particular. 
Publications of IJCSS are beneficial for researchers, academics, scholars, advanced students, 
practitioners, and those seeking an update on current experience, state of the art research 
theories and future prospects in relation to computer science in general but specific to computer 
security studies. Some important topics cover by IJCSS are databases, electronic commerce, 
multimedia, bioinformatics, signal processing, image processing, access control, computer 
security, cryptography, communications and data security, etc. 

 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Started with Volume 8, 2014, IJCSS appears with more focused issues. Besides normal 
publications, IJCSS intend to organized special issues on more focused topics. Each special 
issue will have a designated editor (editors) – either member of the editorial board or another 
recognized specialist in the respective field. 

 
This journal publishes new dissertations and state of the art research to target its readership that 
not only includes researchers, industrialists and scientist but also advanced students and 
practitioners. The aim of IJCSS is to publish research which is not only technically proficient, but 
contains innovation or information for our international readers. In order to position IJCSS as one 
of the top International journal in computer science and security, a group of highly valuable and 
senior International scholars are serving its Editorial Board who ensures that each issue must 
publish qualitative research articles from International research communities relevant to 
Computer science and security fields. 

   
IJCSS editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper 
submission to paper publication are controlled through electronic systems that include electronic 
submission, editorial panel and review system that ensures rapid decision with least delays in the 
publication processes.  

 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for IJCSS. We would like to remind you that the 
success of our journal depends directly on the number of quality articles submitted for review. 
Accordingly, we would like to request your participation by submitting quality manuscripts for 
review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. IJCSS provides authors with high quality, helpful reviews that are shaped to assist 
authors in improving their manuscripts.  
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Abstract 
 

Identity theft through keyloggers has become very popular the last years. One of the most 
common ways to intercept and steal victim's data are to use a keylogger that transfers data back 
to the attacker. Covert keyloggers exist either as hardware or software.  In the former case they 
are introduced as devices that can be attached to a computer (e.g. USB sticks), while in the latter 
case they try to stay invisible and undetectable as a software in the operating system. Writing a 
static keylogger which operates locally in victim's machine is not very complex. In contrast, the 
creation of covert communication between the attacker and the victim, and still remain 
undetectable is more sophisticated. In such a scenario we have to define how data can be 
delivered to the attacker and how we can make an efficient use of the channel that transfers the 
information over the network in order to stay undetectable. In this paper we propose a system 
based on Steganography that takes advantage of a seemingly innocuous Social Network 
(Tumblr) in order to avoid direct communication between the victim and the attacker. A core part 
of this study is the security analysis which is also discussed by presenting experimental results of 
the system and describing issues regarding surveillance resistance of the system as well as 
limitations 
 

Keywords: Network Security, Covert Channels, Steganography, Keylogger, Social Networks 

 

 

1. INTRODUCTION 
Malware (stands for MALicious softWARE) is a category of programs that are designed to 
compromise, damage or perform any illegitimate behaviour to a victim's computer. There are 
many different types of malware, such as viruses, worms, bots and many more. In this study we 
present a scenario based on keylogging techniques that takes advantage of the network 
communication, to transfer data from victim's computer back to the attacker by leveraging an 
existing network infrastructure in a way that could be compared to a Botnet channel. 
 
Keyloggers are programs that exploit system's capability to intercept keystrokes of the user in 
different applications. Their purpose is to identify useful credentials or user's inputs that would be 
useful for the attacker (e.g. credit card numbers, CVVs etc.). There are various types of 
keyloggers but only two of them would be suitable for our project. The kernel-based and the API-
based approach. The former is the most reliable (from a attacker's perspective) solution as it is 
very difficult to be detected. Sometimes this kind of keylogger is integrated as rootkit and has 
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direct access to the hardware by subverting the operating system's kernel of the victim. In 
contrast, the latter has a different implementation. This kind of software uses hooks (and related 
APIs) and the operating system itself notifies the malicious keylogger every time a specific key is 
pressed in order to be recorded. Apparently writing API-based keyloggers is easier than writing 
kernel-based ones. As it was out of the scope of the study to focus on the keylogger itself we 
chose the faster implementation of an API-based keylogger for proper keystroke logging. More 
details about the keylogger implementation are provided later in the study. 
 
Many keyloggers like those we described integrate a lot of different components in order to 
transmit the stolen information to the attacker. A very good practice to achieve a successful 
transfer is by using covert communication and more specifically covert channels. The initial idea 
of covert communication was identified and described by [1] where the author described covert 
channels as channels that are not intended for information transfer at all. Nowadays there are 
many ways to encapsulate data into other transferable entities (e.g. fields of network protocols - 
IP, TCP). In this project we used Steganography in order to hide information by embedding it into 
images. Steganography is supported by different algorithms and techniques and allows one to 
attach data into a particular picture. In this way we can have a covert and unobservable channel. 
 
One of the most reliable and efficient techniques to achieve communication between nodes 
(users) is to take advantage of Social Networks. A potential attacker is able to infect a social 
network with illegitimate material and distribute it widely. In our project we tried to exploit user's 
sociability to distribute the stolen data, and make them reachable to the attacker. More 
specifically we chose to upload user's images to Tumblr. The most important advantage of using 
any Social Network for covert communication is that the vast majority of them seem innocuous 
and harmless. As a result, network traffic to Tumblr is not suspicious to an antivirus program or a 
third party observer. 
 
In the next sections of the study we will present a high-level architecture to provide a bird's eye 
view of the system and a low level design to describe the functionality and the operation of each 
component shown in the high-level design. Furthermore we present a detailed network simulation 
and also some statistics that we observed from different scenarios. We also describe the way the 
system is able to resist against the threat model that we assume. Moreover we indicate the 
limitations of the system and which are the possible improvements we can make. Finally we 
provide some directions for future research on similar systems. 

 
2. MOTIVATION 
We decided to implement this work in order to investigate a wide range of technologies and 
capabilities that a network system could have. In addition this work was also of great interest to 
us, because there was a plethora of security requirements to meet and that made it even more 
challenging. Finally such a project combines knowledge from different fields of Computer Science 
(e.g. Network Security, Network Programming, System Programming, Operating Systems, 
Cryptography/Steganography) and that gave us the opportunity to achieve a good team product 
based on our backgrounds. 

 
3. THREAT MODEL AND IDENTIFIED ASSETS 
In this study we assume the threat model of the external passive attacker. To justify this 
assumption we have to mention that as we use covert channels for communication and low level 
key interception the whole system stays undercover both from the administrator/victim of the 
computer and of course the Internet Service Provider. As a result we do not consider internal 
attacks. Additionally it was assumed that infecting Tumblr with images containing hidden data 
cannot be detected by the Social Network itself. Finally as cited by Nagaraja et al. [2], Albert et.al 
[3] showed that scale-free graphs are very robust to the removal of different nodes when they are 
selected randomly. Therefore we presume that our system is also robust to a reasonable rate of 
node dropping as Social Networks are often scale-free graphs [2]. Further discussion will be 
provided in the relevant section to present simulation scenarios. 
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In this part of the study, it is important to highlight the assets that we consider for protection in the 
Botnet. The major asset transmitted in the network is the logs of the user. In other words the 
information acquired by the victim and considered as useful by our filtering system. Apparently we 
can use the same channel to transfer any kind of information. However, for this case study we 
consider data from logs as the only asset, as the images themselves that are transferred through 
the Botnet, do not have any substantial value for the attacker. 

 
4. BACKGROUND AND RELATED WORK 
Infecting Social Networks with malware (such as bots) or other illegitimate software has become 
really popular. As it is stated in [4], Social Networks are exploited in many different ways as an 
attacker is able to exploit user's needs and expectations. In terms of security, we can say that 
social media is the best place to  use social engineering. This may happen because many people 
are very "social" and they are tend to trust someone who will pretend to be their online friend. 
This behaviour led us to infer that distributing an image in such a network, will help us make the 
illegally acquired data available to the attacker easier. There is a lot of research over the last 
years regarding covert channels of communication, scalability and performance of decentralised 
Botnets and also security and privacy of file hosting services that could be compromised. 
 
More specifically related work includes Stegobot that was proposed by Nagaraja et al. [2],  which 
is a new generation Botnet communicating over probabilistically covert channels. It is 
implemented to spread via social malware attack and steals personal information from users. 
Similarly to our work, Stegobot uses steganography to hide the presence communication in the 
image. Porras et al. [5] [6] analyse the robustness and scalability of two different large scale 
Botnets (Conficker and Storm) that are based on a peer-to-peer and decentralised architecture. A 
very interesting example of covert communication was proposed by Nappa et al. [7]. They 
suggested a way to exploit a network such as Skype in order to build a parasitic overlay. The use 
of Skype was making really difficult for security researchers to find the botmaster and track the 
Botnet as this would cause serious damage to legitimate Skype users. Our work also includes 
interaction with Social Networks and file hosting exploiting as downloading occurs automatically. 
Related work as a solution to the problem of automatic downloads and crawling of file hosting 
was proposed by Nikiforakis et al. [8] who suggested a very interesting client-side solution for File 
Hosting Systems that were vulnerable to crawling attacks. That solution was based on encryption 
and steganography in order to protect private files and information from malicious disclosure. 
Finally the future of keyloggers, regarding logging keystrokes on smartphones, was proposed by 
Damopoulos et al. [9], where they suggested a fully operational touchlogger iOS platform. 

 
5. HIGH LEVEL DESIGN 
In this section we will provide the general architecture of our system and we will explain what the 
role of each component is in the whole process. A bird's eye view of the architecture is illustrated 
in Figure 1. 
 
The whole process starts with the keystrokes interception. The keylogger is responsible for 
capturing not only the keystrokes but the title of the window where the keys are pressed. Each 
key is transmitted to a logfile where all the keystrokes are stored for later use. It is important to 
clarify that the keylogger itself operates as an isolated program, while the rest of the process 
(including networking activity and capabilities) are integrated in a semi-automated system. The 
system is considered as semi-automated because we assume that the process in initiated by the 
user. 
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FIGURE 1:  High Level Architecture of the system. 

In the next stage the system performs a data filtering. The file where logs are stored is used to 
extract useful data. This means that the system searches for specific information in the file. This 
type of information includes e-banking accounts, e-mails, passwords, credit card numbers or 
CVVs. Apparently, not all the keystrokes are useful to the attacker. In contrast, the vast majority 
of them are totally useless to someone who wants to make money out of that process. As a 
result, we need this mechanism to find potentially critical information in the file. We consider that 
this stage is important to our general design in order to reduce the amount of information which is 
transferred through the covert channel and increase the level of unobservability as we create less 
network traffic.  
 
After collecting all the information which is considered useful by the system we encrypt it using 
AES algorithm to add an extra layer of security. As we will describe later, the technique that is 
used for Steganography has particular limitations. Therefore there was a need to protect data 
from a third-party observation. By using encryption we do not allow a third-party user to find the 
owner of the data when the image is publicly exposed. For example, if one observes data 
embedded to an image and achieves to extract data, he will not be able to understand who is the 
real owner (e.g. by noticing a username or a password) as data are protected. In addition, nobody 
(except of the attacker) will be able to know to real owner as the image could have pass from 
many different computers and networks. 
 
Once the data has been filtered and encrypted it is then ready to be embedded in images via the 
method of Steganography. In this system, the images used to embed the data are PNG images. 
Although using JPEG images would have made the data harder to detect within the image, PNG 
images are uncompressed and therefore it is much easier to embed data within them, so it was 
decided to use these instead. The steganography process in this system is based on the 
org.steganography library [10]. When doing the steganography, the data are placed into the 
image sequentially (i.e. the pixels of the image are accessed sequentially, beginning at the top 
left-hand corner, and ending at the bottom right-hand corner). The data are not scrambled before 
being embedded, as it has already been encrypted, and therefore is unreadable to begin with. 
The scheme used in this system is the Least Significant Bit (LSB) method of Steganography. This 
method simply replaces the least significant bits of some of the bytes in the image with the bits of 
the data to be embedded. In particular, this system uses a dual LSB method, which means that 
each byte of data to be embedded is encoded using 2 pixels of 32 bits each, the first pixel 
encodes 6 bits of the byte, while the second encodes the remaining 2 bits. 
 
After that stage, the image is ready and is uploaded to Tumblr. At this point the image is available 
to the attacker. Having downloaded an image from Tumblr, the system then performs the reverse 
of the Steganography scheme described above in order to extract any hidden data present in the 
downloaded image. Encrypted data are then decrypted to give access to the plain-text data 
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hidden in the image. Any C&C messages contained within the data can then be acted upon by 
the system, while key-logging data extracted will be amalgamated with the data stored on the 
infected machine, ready to be encrypted and embedded within another image. 

 
6. LOW LEVEL DESIGN 
In this section an elaborate analysis is presented concerning all the components of the system as 
illustrated in the high level design in Figure 1. Explaining each subsystem in detail is important to 
understand its significance and role in the covert channel. Moreover it is helpful for clarifying 
issues in the following section, regarding the security analysis of the system. 
 

6.1 The Keylogger 
The base of our system is a keylogger program. The keylogger prepares the text file that will be 
used from other subsystems in order to provide the stolen data to the covert channel. 
 
While a keylogger is a system-dependent program we had to decide about the appropriate API 
that we would use. Since it was out of the scope of the study we didn't implement the keylogger 
itself to be compatible with every Operating System. As a result we decided to make a keylogger 
that would be compatible with different versions of the same Operating System. The optimum 
choice was Windows and of course Windows API [2]. Further analysis of the low level 
functionality of the keylogger is out of the scope of this study. 
 
In order to add an extra layer of unobservability we added some useful components on the 
keylogger to make it more powerful. The first one was related to file management. The file was 
able to be created in a path that we were able to define (e.g. in System32 which exists in every 
Windows system or anywhere else) as usual. In addition to this we made the file treated as a 
hidden one meaning that was not obvious to the user. The file was created and appended as a 
hidden. The second problem that we identified and solved was the problem of usability of the 
keylogger. The keylogger should be covert and we had to find a way to do not lose any keystroke 
after a possible restart of the computer. Therefore we designed the keylogger to be executed as a 
startup right from the source code. To do this we used a registry function to open a specified 
registry key to the system and another  one to handle the value and the type of information of a 
particular registry key. As a result we managed to create a new startup program for the user 
(which is the keylogger) that would start each time the user starts his machine. More specifically 
we used the HKEY_LOCAL_MACHINE registry hive that in order to create this startup for all the 
users of the computer in contrast to HKEY_CURRENT_USER that would create the startup 
program only for one particular user. Thus, we achieve to have the keylogger as a startup for any 
user in the same computer and store their keystrokes in the same file. 
 
In order to evaluate the initial requirement of system compatibility and functionality of this 
program we tested it in a Windows XP (32-bit), a Windows 7 Starter (netbook version, 32-bit) and 
a Windows 7 (64-bit) machine and it worked properly in all these versions. So, we managed to 
have a broad range of machines that could be infected by the same program. Finally in order to 
test the unobservability from antivirus systems we used three different Antivirus to test whether 
they we were able to detect it as malware. All of them failed to detect it and no alert was 
triggered. This is probably because they use a database to compare it with fingerprints of already 
reported malware and as a result they are not able to find anything. 
 

6.2 The Filtering Mechanism 
The filtering mechanism assists in finding useful data in the hidden text file created (and 
appended) by the keylogger as we described in the previous section.  Apparently only a small 
percentage of the contents of the file has real value to an attacker. So, we need to isolate the 
amount of information that should be transferred through our channel. 
 
The design and functionality includes information retrieval based on patterns. We imparted to the 
program an efficient structure that would let it be maintainable in order to add or remove patterns 
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from the retrieval and make the system understand easily what we want to isolate in each change 
of our preferences. Patterns are always a good way to look for, but combining this search with 
tokens gives our system a model-driven approach which allows us to introduce specific changes 
and improvements efficiently.  
 
As we described in the high level design, we look for particular information such as credit card 
numbers, CVVs, e-mail accounts or e-banking accounts. For example if we want to find a bank 
account we have defined three different patterns for banks, meaning that we look for bank names 
as substring (e.g. Barclays, Lloyds, Hsbc). Similarly we look for credit card numbers in the text file 
by searching for elements with the following formats: 
 

• AAAA.BBBB.CCCC.DDDD or 

• AAAABBBBCCCCDDDD 

 

Where A,B,C,D identified as integers from their ASCII value. In the first case we also look for 3 
dots that separate this word  Similarly we look for a pattern like the following: 
 

• " "ABC" " 

 

Where ABC integers again. That means we look for a word of only 3 integers where a space 
exists before and after the word. We use the double quotes here for convenience to describe the 
example. 
 
We could create as much patterns we want but continuing this way we couldn't face the problem 
of maintainability. In that way we decided to use to tokens to decide what our system should each 
a pattern recognition was successful. In each case of the above our recognition function returns a 
result (token). This result defines the  type of info that we want to retrieve and store. For example 
we decided that each time where a bank name substring is found we will retrieve this word and 
the next two words found in the file (because it would be very likely to be a user name and a 
password from a bank account).  Similarly when the symbol "@" is found in a word, we want to 
retrieve that word and the following one (probably the password for an e-mail account). In 
contrast when we find credit card numbers or CVVs (by the pattern described above) we want 
just those words to be retrieved from the file. As a result we consider three models of retrieval. 
 

1. Retrieve only the recognised word. 

2. Retrieve the recognised word and the next one. 

3. Retrieve the recognised word and the next two words. 

 
In order to define in which retrieval family where the recognized word belongs, we give the token 
the appropriate value. So for example, if the function returns "2" as a result, we assume that we 
have a situation of an e-mail and we also get the next word which is probably the password.  
 
As a result we managed to model our retrieval and make an efficient use of the patterns. In that 
way, we can add patterns easily, and just give a token to describe the retrieval family. Of course 
we can add more retrieval families based on our preferences that could be identified by a new 
value of the token. Finally the same mechanism stores the useful information that was acquired to 
a data structure in order to be used later for further processing. 
 

6.3 Encryption 
After storing the useful information, the system makes the appropriate processing to prepare the 
data to be used in the covert channel. The first step is to encrypt the data in order not to be 
embedded as plaintext in the file. As a result in a case where a passive adversary manages to 
extract the stolen information from the image, he will not be able to see the information as 
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plaintext. This is useful because no third-party is able to steal from us the information transferred  
through the covert channel. In addition, as we described earlier, as the information stays 
encrypted we provide a level of anonymity for the user and repudiation to the attacker. That 
happens in a case where a legitimate third-party wants to find who is the attacker by suspecting 
potential enemies of the victim (in a real life scenario), is not able to recognize the real owner of 
the data (for example by investigating a credit card number) as encryption protects the sensitive 
information transferred. 
 
To achieve encryption we use AES algorithm and cipher-block chaining (CBC) as a mode of 
operation. There is also used an unique Initialisation Vector (IV) for encryption and decryption. 
We use AES-128bit version (128-bit is the length of the key). We chose this length because there 
is no reason to use a longer key as 128-bit keys are secure and longer ones (192-bit and 256-bit 
keys) are preferred for purposes where security is very important and for legislation compliance 
(e.g. military services etc.). In addition we assume that the encryption occurs in the victims 
computer, so we need this process to be as lightweight as possible, because longer keys 
introduce extra rounds in the key scheduling and make the process more heavyweight which is 
something that we don't want. Furthermore we use PKCS5Padding schema in order to pad 
plaintext to be multiples of 8-byte blocks. The reverse applied for decryption as well when the 
attacker extracts the hidden data from the images at the end of the process. More about the 
security offered by the encryption will be discussed later in the section for external passive attack 
resistance. 
 

6.4 Steganography 
Once images have been placed in the “downloaded” folder, the deSteganographise method is 
then called to begin the Steganography process. This method goes through each image in the 
folder and reverses the Steganography process described in the high-level design. Any key-
logging data contained within these images is then placed in an array list ready to be added to the 
data to be uploaded. When all data has been retrieved, this method then calls the 
Steganographise method in order to complete the second part of the process. The 
Steganographise method takes in an array list of all data retrieved via the deSteganographise 
method and amalgamates this data with any key-logging data collected on the infected machine. 
It then begins the process of embedding this data in images stored on the infected machine. To 
do this it takes images from the “stock” folder and performs the Steganography process described 
in the high-level design in order to embed the data available in these images. For each image, it 
also ensures that the amount of data to be embedded does not exceed the maximum amount of 
data able to be contained in this image [10]. Each Steganographised image is placed in the 
“upload” folder, ready to be uploaded to Tumblr. This process will carry on until either there is no 
more data available, or there are no more stock images available. 
 

6.5 Routing 
In order for the Botnet system to be effective, a number of considerations must be made that are 
specific to the type and scope of the network system we are attempting to design. A few key 
points must be kept to in the design. The routing algorithm must satisfy: 
 
Incorporation of redundancy. This is because the actual data transfer is initiated by the victims 
themselves (in the uploading and viewing of images on Tumblr). The routing algorithm needs to 
be designed in such a way that changes in frequency and size of images user's upload, doesn't 
affect the overall transfer of the network too much. 
 
As part of the extreme covert nature of the network, the routing algorithm has to be able to 
effectively route data to the destination without actually knowing which node is a master node. All 
nodes will behave in the same way and the bot master can just observe at any node and collect 
data in a passive manner. 
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Taking the above point into consideration we also have to ensure that as much data as possible 
gets to the master node in a reasonable amount of time. Some losses are acceptable as the 
volume of unique data are more important than losses of portions of some of the data. 
 
The routing algorithm used in this system is based on a type of restrictive flooding. Since each 
node in the system can see all images posted to Tumblr by its 'followers', it is not possible to 
restrict which nodes to send images to, as in conventional restricted flooding algorithms. Instead, 
the algorithm restricts the flow of data in two different ways. Firstly, each node keeps a record of 
all data has previously seen, only choosing to re-upload data which have not seen before. This 
keeps the amount of data currently flowing around the network at a minimum, and also helps to 
ensure that portions of the network do not get stuck in a loop of sending and receiving the same 
data. Secondly, when a node downloads images from nodes it is following, instead of simply 
downloading all images from all nodes, it chooses a random sub-set of nodes to download from, 
and downloads all images from these. Since a node can only upload any data when the user of 
the infected machine decides to upload an image to Tumblr, the amount of data that can be 
uploaded by any one node is severely restricted (on average, a Tumblr user uploads less than 
one image per day [11], [12]). Therefore this second limitation is necessary in order to restrict the 
in-flow of data to a node to an amount which can reasonably then be re-uploaded. This ensures 
that the flow of data in the system is not strangled as a result of flooding the nodes with too much 
incoming data. These mechanisms also help to ensure data redundancy. Although nodes that 
have already seen unique data will not bother replicating it again, many different nodes can still 
have this data available from them. If a portion of nodes get taken down, it is still highly likely that 
a number of other nodes that had previous interactions with down nodes are able to continue to 
serve the data to other nodes. 

 
7. ANALYSIS 
In this section the security analysis of the system is presented, and the simulation scenarios that 
took place during the study are also described. In addition some statistics regarding performance 
and efficiency of the system are presented and discussed. Finally we will present some limitations 
of the system and explain why is important to make some improvements in future work. 
 

7.1 Simulation and Experimental Results 
As part of the methodology used to determine the usefulness of this Botnet system to an attacker, 
a large scale simulation program was created. This simulation gave us the opportunity to 
determine the viability of using the system in a real world setting as a financially beneficial 
resource to the attacker/bot master. 
 

7.1.1 Simulation Architecture 
The system simulated primarily the networking traffic part of the system on a closed computer 
system. The simulation did not use any Tumblr accounts. In order to simulate a bot network of 
sufficient size, a node number of about 1000 nodes was chosen. These nodes represent each 
Tumblr user with their own account. Within the simulation each node had two primary tasks in 
order to emulate an active Tumblr user going about their Tumbling. Firstly, each node is assumed 
to be infected with a keylogger and will thus generate a new, unique, key logged data to be sent 
via the bot network. Secondly, each node has to transfer data to other nodes according to the 
routing method specifically developed for this botnet. The nodes also have to run according to 
how the victim will use them. Because this system is heavily reliant on the user interacting with 
and actively uploading and viewing photos (as one of the mechanisms of covert communication), 
the nodes also have to simulate this, and it's effect must be incorporated into the inefficiencies 
induced when routing the data via the network. 
 
In order to automatically construct a network of 1000 nodes, the system randomly generates 
neighbouring connections according to a node to follower ratio that is similar to the average 
number of connections as used by Tumblr.  Each node is then allowed to run and pass data 
through the network according to the average rates of available bandwidth. This is determined by 
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how often a user uploads an image and the size of the images that are uploaded. In order to 
make the simulation as accurate a possible, typical values for these figures were used. For 
example, it was found that an average of 0.8 posts a day are attributed to one user. This was 
found using average of the number of Tumblr users [12] and posts per day [13]. The amount of 
unique data generated per day by the keylogger per node used was around 2.7kb. This was 
determined from the combination of several studies on real world botnet and key logging systems 
in terms of useful (i.e. credit card numbers, passwords etc.) key logged data [14]. Each node 
within the system then allowed an amount of information to be 'downloaded' by each other node 
based on the last 15 images uploaded. (This figure was come to by the fact that users are 
probably only likely to view the last page of images of a user at one time). This also means that 
each node only has to process the last 15 images to gain new data. Any other data after these 
last 15 images should already have been read, and passed on via the network by some other 
node. Each node however does keep a list of unique data it has seen so it does not pass on 
already seen data. 
 
In order to gain relevant information from this system, a random node was chosen as the bot 
master node, and statistics were collected from it. The main piece of information that was 
obtained by the node was amount of unique information it had seen. Unique information in this 
simulation is defined by information that hasn't been seen by a node out of the pool of information 
from all nodes in existence. This allows us to calculate how much of the total data a botnet is 
generating actually gets to the bot master. 
 

7.1.2 Results 
Figure 2 shows the rate of data transfer around the network for a period of time after unique data 
has stopped being generated. This is used to demonstrate the time taken for unique data to be 
moved around the network until it is eventually seen by a master node. In this example, all nodes 
generate data up to  5 days upon which they stop but continue to route data around then network. 

 

FIGURE 2: The relationship between the number of days active and the total data as seen by an attacking 
node as a percentage of all unique data created within the network. 

 

From Figure 2 we can see that within this network after about 70 days we will have collected 
about 25% of the total unique generated data in 5 days. In comparison to the last graph, this 
shows that at least a third of all data generated in the botnet will reach the bot master at some 
point in time. 
 
Figure 3 shows a simulation run on the system where all nodes are generating unique data daily 
according to average rates. The two different series on the graphs relate to the number of random 
followers to forward data from (as is specified in the routing algorithm). 
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FIGURE 3: Stabilisation of seen unique data within the network. 

 

From Figure 3 we can see that after about 60 days the system reaches a flat line peak in which a 
master node has received 3% of ALL unique data within the system. This may not sound 
impressive, however, it is important to note that this figure is the figure for all unique information 
ever generated by the botnet. The fact that the figure stabilises at 3%, while new data are also 
continually being generated and added to the mass of data currently being routed means that the 
network is continually and reliably forwarding data that the master node will eventually acquire. 
 
In order to put these figures into perspective at a rate of 3%, which we can assume will be 
maintained for a year without any node drop-outs. And at a daily keylog generation rate of 2.7 Kb 
per day. After a year, the total amount unique data generated by all the keyloggers (assuming 
1000 nodes) will be 985.5 MB. At 3% this is 29.565Mb for 1000 nodes. If we assume that the 
simulation can be scaled up (which should be the case as all node interactions will remain the 
same, but data generation should be higher) then for a system such as the real key logging 
botnet analysed in [14] with ~160,000 nodes, after a year, our system has the potential to acquire 
around 4.85Gb of unique data. This data will all be either credit card numbers, passwords, 
accounts etc. and based upon the current black markets rates for this information, the system 
could be worth up to USD $2.2million (GBP £1.45million) a year [4]. 
 
From figures 2 and 3, it can be seen that the random follower parameter can have a deep impact 
on the routing of information. Higher values allow data to be forwarded more quickly at the loss of 
other data however. Lower values slow the process down, however much more data (~25%) will 
eventually reach a master node. In a system where long term commitment and volume of unique 
data are most important, a lower value is more suited. 
 

7.1.3 Node Dropping 
In order to ensure reliability in cases where a proportion of the botnet fails or is taken down, it is 
of importance that the system and the network routing design allows for dropped nodes whilst 
trying to maintain performance of the system. There are two ways in which efficiency could be 
avoided in this system. We can either attempt to make the network resilient in terms of speed of 
data transfer and bandwidth, or we can make the network resilient in terms of as little data loss as 
possible when nodes drop. Within this system, it has been decided that volume of unique data 
are more highly regarded than the transit time to the bot master. 
 
The simulation of the original bandwidth test (in which unique data was no longer generated after 
5 days) was used as a base for this simulation. In this simulation however, after 10 days a certain 
percentage of random nodes was terminated. The unique data collected at the master node was 
then recorded. 
 
Figure 4 shows how the network reacts to a sudden drop in nodes. The data received is 
measured in percentage of total unique data created as seen by the master node. 
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FIGURE 4: The effect of node drop out on the total unique data as seen by the master node. 

 
It is clear that after a significant number of nodes have been dropped the time taken for the level 
of data that the master node received is on a time scale much slower than the original fully 
functioning network. However due to the huge redundancy of data within the network (i.e. many 
nodes retain copies of the same data for some time until it has been forwarded by multiple other 
nodes) most of the data that is within the network is still available. Although the volume of data 
are now higher than the original bandwidth capacity of the network it so well distributed among 
many different nodes that much of it still eventually reaches the master node. 
 
It appears that any number of nodes under 50% of the current total, has a minimal effect in terms 
of data lost within the botnet system. The data eventually arrives at the master node, but in a 
longer time frame. For any node drop out above 50% data loss starts to occur as each node does 
not retain data for long enough in comparison to its ability to transfer data to other nodes in the 
network. The network however does not reach a point of critical fatality, its performance merely 
degrades (drastically, at very high drop outs) as more nodes are lost. 
 
All these results are representative of having used only one master node. An attacker could quite 
simply set up a number of master nodes at random points around the network of infected 
computer and easily increase unique data uptake, making this system as demonstrated by these 
simulations an effective but still highly covert botnet. 
 

7.2 External Attack Surveillance Resistance 
Despite the fact that this is a black-hat project and we perform as an attacker, we can present 
how this system is resistant to external passive attacks from other adversaries. Apparently we 
cannot consider internal attacks, because as we described in the threat model that we assumed a 
covert keylogger is hidden from the user or the ISP. So, given the fact that we achieve 
unobservability from the user we eliminate internal attacks. Therefore it is interesting to see how 
we can achieve resistance against external attacks focusing on passive ones that we assumed 
from the threat model. 
 
In an external passive attack on a network system the attacker is only able to eavesdrop and 
perform traffic analysis in contrast to active attacks where the attacker is able to be to interfere 
actively to the communication (e.g. create, reroute, or modify messages). We consider that 
Cryptanalysis is a basic category of potential passive attacks. There are different attacks related 
to Cryptanalysis. An example of such a passive attack that our system is able to resist is the 
classic brute force attack as the 128bit-AES is not vulnerable to this attack. The same applies for 
algebraic attack. In such an attack the malicious attacker has to represent the cipher as a system 
of equations and try to find the key through this system. Moreover our system is secure against 
code book attacks. Code book attacks are effective when the same key is used for producing 
ciphertext many times. This allows the attacker to collect ciphertext from different encryptions and 
try to analyze it in order to find the key. Recent algorithms (such as AES-128bit implementation) 
are able to prevent this  and make it practically impossible. Therefore a potential attacker who 
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wants to use a code book attack will not be able to use this attack even if he receives a large 
number of ciphertext encrypted with the same key. Therefore is probabilistically impossible to use 
code book against this system.  In addition, in contrast to older DES, AES provides resistance for 
linear and differential cryptanalysis [15] (basically provided by the non-linearity which can be 
added by having bigger S-boxes than DES) [16],. As a result we can say that we can ensure data 
integrity based on the cipher. Finally as we described earlier, encryption also allows to provide a 
level of anonymity as in a case where data are extracted nobody is going to be sure about the 
real owner. In some cases this could provide a level of repudiation to the attacker. This may 
happen when a third-party is unable to find where the encrypted data belongs (as also described 
in the encryption section). So, when is so difficult to find the owner, is much more difficult to 
blame even the real attacker. 
 
All the above are considered only in the case where a passive attacker is able to detect data in 
the hidden pictures. We remind that we achieve a good level of unobservability of the actual data 
transferred due to Steganography.  
 
Other passive attacks that could result from eavesdropping and packet sniffing may include 
revealing the location of the victim and finding the frequency of this communication. In the former 
case we do not consider it as a vulnerability to our system as revealing the identity of the victim 
does not affect the attacker at all. In the latter case we assume that the communication is initiated 
by the user. Therefore this data transfer occurs randomly (e.g. when the user uploads a picture) 
and not automatically as part of our system. 
 

7.3 Limitations of the System 
There are also some limitations on our system. One limitation is presented in the steganography 
scheme as this particular algorithm (LSB) is considered detectable and vulnerable to 
Steganalysis attacks. Raphael et al. [17] proposed a Steganalysis technique based on discrete 
logarithms. In addition Mitra et al. [18] suggested a steganalytic tool that is able detect hidden 
data in LSB Steganography based close colour pair analysis. Another limitation is that we might 
have is data injection due to our AES implementation. Moreover despite the fact that the 
keylogger itself was tested on different systems by real antivirus and was not identified as 
malware, it does not run as a kernel process therefore could be detectable from an experienced 
user. Finally a limitation that we can avoid is image exposure. Images are exposed to Tumblr and 
that makes them public material. This is something that could lead to more adversaries and 
probably violate security and privacy in some cases. 

 
8. ETHICAL CONSIDERATIONS  
As part of our work involved transferring personal data and interaction with social media we have 
to clarify ethical issues that may occur. In particular we transmitted personal data from local 
computer to Tumblr by embedding them to images. Personal data transferred are experimental 
data produced by our personal use and they do not reflect real passwords, credit card numbers or 
CVVs. In addition we did not intercept keystrokes and data during the use of our computers by 
users other than the authors. Finally we used private accounts for Tumblr to avoid exposing 
images with hidden data to third parties or other followers. 

 
9. CONCLUSION  
We proposed a system that infects a Social Network and creates a botnet based on nodes 
(users) and edges (connections between followers). The system is able to take advantage of the 
created botnet and transmit user's data stolen by a keylogger back to the attacker. We were able 
to show that using steganography to embed the stolen data in images is a viable way of relaying 
the data from an infected machine to the botmaster without external observers even knowing that 
any data has been transmitted. In addition, our simulation of the system shows that the routing 
algorithm proposed here provides a reasonably efficient way of transferring data from infected 
machine to botmaster, while providing resilience to node failure, and enabling a botmaster to 
collect data from any node in the network. 
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In contrast to the paper by Nagaraja et al [8], our system uses a different method of 
steganography, and also employs a more sophisticated routing algorithm. However, the 
conclusions reached by both parties are similar, in that both papers demonstrate that a system 
utilising social networks and steganographised images is not only covert, but also a viable system 
for propagating stolen data from an infected machine to a botmaster. There is also more research 
focusing on social network attacks and security. Athanasopoulos et al [19] proposed Antisocial 
Networks. Similarly to our work, the researchers of this study describe ways of compromising 
social networks and transform them to an attack platform. One similarity of this study and our 
research is the user manipulation that could lead to an particular attacks. Another similarity is that 
the social network platform is the stepping stone of achieving that black hat activity. However 
main difference of this study and our study is that Athanasopoulos et al [19] attempt to 
compromise user in the level of web by manipulating client software through HTML tags, 
JavaScript instructions etc. In contrast our study focuses on a complicated version of an attack 
that combines both system level exploitation and web content violation. Another one point that we 
would like to highlight is that there are many studies focusing on malicious applications created 
via a particular API of the social network. In that direction many research has been conducted 
such as Makridakis et al [20]. The interesting feature in our study is that the attack does not rely 
on a particular application built inside the social network, as it achieves the attack begins locally 
in the victim’s computer and spreads globally via the social network. To conclude this discussion 
we can say that our idea is an extended version of the idea proposed by Backstrom et al [21], 
where a family of attacks is described. These attacks were able to de-anonymize users based on 
edges inspection and algorithms for statistical and probabilistic investigation. In addition structural 
steganography as a key feature of the social structure is also introduced in [21]. In a similar way 
to evolve these attacks, Wondracek et al [22] proposed a theoretical analysis and empirical 
measurements to demonstrate the potential of their experiment as an advanced way to de-
anonymize users of social networks. As a result, we performed this extended simulation to 
confirm the validity of our experiment and provide financial and statistical results of the scale of 
our attack. 
 
It was a first attempt to work on a "black hat" project and we can conclude that implementing such 
a project leads to different requirements and challenges. In order to provide an advanced level of 
security, the researcher has to think as an attacker and come up with the appropriate defence 
mechanisms that would be suitable for a legitimate system. However design and implementation 
of a system which uses cover channels and tries to stay hidden is much more challenging if one 
wants to stay really undercover. Another observation is that using social networks for illegitimate 
operations has become very popular and effective. There is a lot of illegitimate material in Social 
Networks that will not probably become observable by users or system administrators. As a result 
we can say that we should not trust everything that we see or download through Social Networks. 

 
10. FUTURE WORK 
As we described earlier there are some limitations on our system that could be avoided with 
further improvements. First of all we can use a better Steganography technique for embedding 
data to images, as LSB insertion is vulnerable to a variety of attacks. Another future improvement 
could include an improvement on the keylogger itself. For example a kernel implementation would 
be able to make it even more powerful and make it totally covert. Also to avoid data injection due 
to AES algorithm, a different implementation scenario could include RSA encryption. Also as the 
keylogger system is different than the communication system, integration of those two could 
make a really synchronized and fully-automated system. 
 
Finally future research could focus on touchlogger systems that became really popular on 
smartphones the last years. In addition it could be useful to investigate possible capabilities of 
this system regarding cover communication and mobile phone's operating system exploitation. 
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Abstract 
 
IEEE 802.15.4-based devices networks known by the name of LR-WPAN (Low Rate Wireless 
Personal Area Network) are characterized by low computation, memory and storage space, and 
they do not possess an infrastructure. This makes them dynamic and easy to deploy, but in the 
other hand, this makes them very vulnerable to security issues, as they are low energy so they 
cant implement current security solutions, and they are deployed in non-secure environments that 
makes them susceptible to eavesdropping attacks. Most proposed solutions draw out the security 
of the bootstrapping and commissioning phases as the percentage of existing of an intruder in 
this time is very low. In this paper, we propose a security model for LR-WPANs based on 
symmetric cryptography, which takes into account securing the bootstrapping phase, with an 
analysis of the effectiveness of this proposal and the measures of its implementation. 
 
Keywords: LR-WPAN, Low Rate Wireless Personal Area Network, IEEE 802.15.4, Network 
Security, Key Management System. 

 
 
1. INTRODUCTION 

R WPAN [1] is a family of ad hoc networks for low-resource devices known by their low power 
consumption, low range and low debit. To communicate, these devices implement the IEEE 
802.15.4 protocol [2] in the two lower layers, i.e. data link layer and physical layer. This protocol 
was designed specifically for this type of devices. It divides them into two types:  
 
• FFD (Full Function Device) with all possible functions, must be at least one in a network, act as 
a PAN coordinator or a router, can communicate with all devices within the same network.  
 
• RFD (Reduced Function Device) with limited functions, act as a sensor or actuator, can only 
communicate with FFDs. 
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802.15.4 defines two types of topologies: hierarchical and distributed. In hierarchical topologies 
devices are placed in groups as clusters, each cluster is managed by a cluster-head. Into a 
cluster, cluster-heads can communicate with each other, but devices can communicate only with 
their cluster-head.  
 
In distributed topologies, all devices contribute to the formation of the network and every one of 
them can communicate with others who are within his reach. 
 
Although LR WPAN characteristics helped greatly to the development of ubiquitous networks [3], 
they have a high security issues caused by the absence of a security infrastructure. Devices do 
not have sufficient resources to implement known security protocols that have proven their 
effective-ness [4]. One of the security deficiencies these networks suffer from, is the easy 
disclosure of exchanged information between devices into the network [5]. This information can 
be used by attackers in order to disrupt the functioning of the network. Among the solutions 
proposed to address this problem is the use of a specific cryptographic protocol, which respects 
the specificity of LR WPAN networks, as first line defense. Most solutions in this sense choose to 
deal with the hierarchical topologies because the devices are placed in an ordered manner and 
well controllable [6]. Also, these solutions neglect the security of the network deployment phase, 
the bootstrapping, as it takes a very little time to an attacker can intervene. This is true in a 
clustered networks, but in a distributed networks bootstrapping phase takes a very important time 
before the network being stabilized since the devices are placed in a disorderly manner. Securing 
this phase is indispensable, devices exchange important information if they are captured by a 
malicious, he can use them to attack the network. 
 
We try to find a suitable solution to secure the bootstrap-ping phase in distributed LR WPAN. We 
propose a security model based on symmetric cryptography with a specific key establishment 
scheme. In the analysis part, we study the advantages of this solution in terms of its respect of: 
security metrics, flexibility, scalability, and energy-efficient.  
 
After this introduction, the structure of the rest of the pa-per is as follows: Section 2 gives a brief 
overview of LR WPAN specifications, Section 3 discusses the proposed security model, and 
Section 4 presents a theoretical analysis of this model in terms of energy, flexibility and security. 
Finally, Section 5 concludes the paper. 

 
2. LR-WPAN SPECIFICATIONS 
2.1 Architecture and Security Specifications 
In the studied network, it exists three types of devices: 
 
• The base station BS, a powerful machine, is the network supervisor, collects data, manages the 
entire network, gathers information and updates devices. It can be protected from attacks by 
means of known security systems. 
 
• FFDs act as routers for messages circulating in the network. These messages take one 
direction, from or to the base station.  
 
• RFDs play the role of host devices; they represent either sensors or actuators. 
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FIGURE 1: LR-WPAN topologies and devices. 

 
LR WPANs do not possess an established secure infrastructure, in most cases; nodes are 
deployed in non-secure environments. These types of networks are vulnerable to Sniffing attacks 
without any difficulty to the attacker. There-from, the data exchanged within this network is non-
confidential. To ensure it confidentiality, it is necessary to use a cryptographic system. 
 
IEEE 802.15.4 defines two types of topologies: star and mesh (Fig 1). In star topology, devices 
are placed in groups as clusters, each cluster is managed by a cluster-head. Into a cluster, 
devices communicate only with their cluster-head. Cluster-heads can communicate with each 
other. In mesh topology, all devices contribute to the formation of the network and every one 
communicates with others who are within his reach. 
 
2.2 Related Works 
The cryptography solution ensures confidentiality, authentication and integrity of exchanged 
messages. By encrypting the data, no one can understand the message contents without 
mechanisms to decrypt it. 
  
Applying cryptography in LR WPAN networks must take into consideration characteristics and 
constraints of devices implementing this technology, such as low power battery, low storage 
ability and low computing capacity, to optimize resources and provide to nodes longer life lasting.  
Even if efficient key management systems exist in today’s internet, but their underlying 
cryptographic algorithms are either too heavy to run on resource-constrained nodes, or do not 
provide a satisfactory security level. 
 
There are two types of cryptographic systems: symmetric and asymmetric. In symmetric 
cryptography, both communicating parties must share the same security key. However, for 
asymmetric cryptography, each unit has two keys: a public one that attributes to each device 
wants to communicate with it, and a private one that keeps it secret, used to decrypt messages 
encrypted by the public key. The ad-vantage of asymmetric cryptography is its security keys 
mechanism, instead of symmetric cryptography where the problem of how a device will share its 
key privately with the other one without being disclosed by unauthorized parties.  
 
Since energy conservation is an essential element in LR WPANs, most of studies concerning LR 
WPANs [7], [8], [9], [10], [11] recommends the use of symmetric cryptography because, unlike 
asymmetric cryptography, it implements algorithms that do not require a lot of computation, as a 
benefit, it does not consume much energy. The difficult part in this kind of cryptography is security 
key management since each message sender must have the same shared key with the recipient 
to decrypt the encrypted messages. Both of them must have specific mechanism to exchange the 
security key without being unveiled by an intruder. 
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Existing solutions are based either on pre-shared information between nodes of the same 
network [12] [13] [14] [15] or depends on a trusted third party that manages the security keys 
between these nodes [16].  In the pre-shared based solutions, we find the use of a secret master 
key pre-shared between all nodes in the same network to use it as a basis for generation of 
session keys between them. Other solution based on multiple pre-shared keys that if a network 
gather N nodes, each node will hold N - 1 pairwise key shared with network nodes. In addition, 
there are solutions that use a random sharing key and depends on probability functions or nodes 
location to find at least one shared key between two nodes on the same network. Yet there are 
solutions that use a trusted third party to manage security keys, usually it is the base station or a 
local powerful nodes. 

 
3. LR-WPAN SPECIFICATIONS 
Our main purpose is not to offer a complete security solution for LR WPAN networks, but the aim 
of our study is to pro-pose a security model based on symmetric cryptography, providing a key 
establishment solution, for distributed LR WPANs, taking into account the security of the 
bootstrap-ping phase. So our scheme can be adapted and implemented by any symmetric 
cryptographic system as needed, de-pends on the used application. 

3.1 Assumptions 

We suppose that LR WPAN consists of following units: a base station, routers and hosts. Each 
one of routers and hosts has a unique identifier. Hosts do not communicate with each other.  
 

Notation Description 
BS Base Station 

ID Unique IDentication number 

Di Device i 

L Device level in network, relative to the BS 

SBS Generated seed by BS 

SDi Generated seed by a device Di 

K
Di

 Symmetric key generated by a device Di 

K
Di,BS

 Symmetric key shared between Di and BS 

(A) KDi,BS  Encrypted message A by K
Di,BS

 
 

TABLE 1: List of Notations. 

 
All devices are located in the network in a distributed way, but no one is outside the reach of 
other network devices. Thus, each host is connected to at least one router.  
 
Communications within the network are of two types: communications exchanged between the 
devices and the base station, and those exchanged between the devices themselves to establish 
connections and update the network topology. 
 
In the base station, we create a database of devices that will be in the network, it is implemented 
by data concerning these devices. The both information necessary for our solution are the 
identifier and the address of each device. 
 

Every device Di has two type of security keys: K
Di,BS

 a pairwise key between Di and the base 

station BS, and K
Di,j

 between two devices Di and Dj. To generate a K
Di,BS

 key, we use a base 

station generated seed SBS and the device ID. To generate K
Di,j

, we use a device generated 

seed SDi.  

 
The choice of the cryptographic algorithm is left to the user, also the choice of the method to 

which it will combine between S and the device ID to generate the key, according to its needs and 

its deployment environment. 
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3.2 Solution Purpose 

During the network start-up, the bootstrapping phase, devices need to exchange them identities 
and other information to make connections and update them routing scheme. An attacker can 
easily steal this information at this stage and use them after in his attacks. 
 
Our solution purpose is to develop a security model suggesting a scheme for pairwise key 
establishment at bootstrapping phase, which will secure the two kinds of communication existing  
in this network: communication be-tween a device and the base station, and communication 
between two devices, a host and a router, or two routers. 

 
4. SECURITY KEYS ESTABLISHEMENT  

4.1 K
Di,BS

 Establishment 

As described in Fig. 2, the base station BS generates a seed SBS, sends it to the devices in the 

first row, the message is determined as a message of level L1 since it belongs to the BS, which 

represents the head of the network.  
 

A device Di that receives this message will keep the seed, increment the level L of the received 

message and make it as its level, so if the first message that is generated by the base station 

equal to 1. The first devices that receive this message will have L2 , and so on, each node that 

receives this message for the first time will increment its level. Thus, it records the sender 
address of this message as its gateway to the BS. Thereafter, each node will send the received 
seed to other devices, in this case: if a node has already received the seed, it will check the level 
of the sender, if it is less than or equal to its level, it will reject it, otherwise it will record the sender 
address as its second gateway. If a device receives the message for the first time, it will proceed 
as cited before.  
 

So on, until all the devices in the network receives the seed SBS. This way, each device will use 

the seed with its own ID to generate the secret key to encrypt its communications with the BS. 
Since the base station has the seed and all devices IDs in its database, it will generate for each 
one its appropriate security key. Upon receiving an encrypted message, it will check the address 
of the sender to know its key that will use to decrypt the message. 
 

 

FIGURE 2: K
Di,BS

 generation messages exchange protocol. 
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4.2  K
Di,j

 Establishment 

After that each device in the network has a symmetric key K
Di,BS

 shared with the base station, 

they will need to communicate with each other to share some information to up-date them routing 

tables. For this (Fig. 3), each device generates its own seed SDi and use it with its ID to generate 

a symmetric key K
Di

 in order to share it with its nearest devices. If a two devices Di and Dj want 

to establish a secure communication, firstly, they exchange hello messages, including them level 
L. The device that has the level less than the other, which is to say it is in a position nearest to 

the base station, will deal with authentication procedures and key exchange.  
 

As described in Fig. 2, assuming that Di level less than Dj. In this case, Di records in a message 

Dj address and its own key K
Di

, encrypts this message by its key K
Di,BS

 and transfers it to the 

base station. The latter, i.e. the BS, decrypting this message will understand that the node owner 

of the address contained in the message, i.e. Dj, wants to communicate with the node sending 

the message, which is Di. The base station will check them in its database, if it is OK, it encrypts 

the key of the sender node K
Di

 with the solicited node key K
Di,BS

 and sends it to this latter, i.e.   

Dj, to use it to communicate securely with the other node Di. 

 

 

FIGURE 3: K
Di,j

  generation messages exchange protocol. 

 
5. PERFORMANCE EVALUATION 
We evaluate our work relative to three criteria: energy and time efficiency, an essential element 
for LR WPAN networks, flexibility and scalability of this model in a dynamic network like 
distributed networks and security our main objective of this study. 
 
The evaluation of our scheme is based on simulations made on the TOSSIM simulator of TinyOS. 
The simulations were compiled for the TelosB platform. TelosB is based on the low-power 
microcontroller MSP430 16-bit with a clock frequency of 4 MHz. It implements the IEEE 802.15.4 
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transceiver CC2420 with a claimed data rate of 250 Kbps. We used AES 128-bit as the 
symmetric cryptography protocol. We used PowerTOSSIM plugin for energy analysis. 
 
5.1 Energy Cost 
From energy point of view (Fig. 4), which is an essential metric for LR WPAN networks, and a 
critical criterion of choice to adopt or not a solution, our model does not require a lot of calculation 
or exchange between devices to establish security keys, it can be considered as an energy-
economizer.  
 
Our model is based on symmetric cryptography that is recommended by experts in the field as an 
appropriate solution for LR WPANs. Our proposal for key management in our scheme has two 
key types to secure two important types of communication within this network communication be-
tween the base station and network devices, and communication between these devices, so, any 
device have to store only its symmetric key shared with the base station, and the keys of these 
gateways, i.e. the router devices with a level less than it and convey its messages to the base 
station. Network device uses its ID to establish the key; it does not need to store other additional 
information that will charge its space storage. In terms of computation, a device only needs to 
combine between the Seed and its ID to have the key, an operation that not require many 
computation processes. 
 

 

FIGURE 4: Key protocol energy cost. 

5.2 Time Evaluation 

The time of generation of a symmetric key is negligible. However, the key distribution takes a 
significant time, with the increase in the number of nodes, the time spent in key distribution 
increases linearly, and this makes the graph follow a linear trend (Fig. 5).  
 
Several factors can influence the time of the distribution key as devices gathering, network 
topology, routing protocol, a device response time, total number of devices on a net-work, 
average number of neighboring devices, etc.. This will affect any used key distribution protocol. 
To accelerate time distribution and key management, we used the idea of levels. During the 
generation and distribution of keys, the devices need to exchange messages between them, so 
more than the number of devices increase the more it will take much time, and we fall into a 
redundancy in processing the same information several times. Separate devices in levels, where 
each level device communicates only with the upper or lower level devices, will limit the number 
of communicating to each device and therefore transmit faster the information. Thus, the same 
information will propagate from one level to another instead of spread from one device to another 
that will accelerate the distribution of information through the entire network in a very short time. 
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FIGURE  : Key management (generation and distribution) time 

5.3 Scalability  

In distributed networks, two key elements are important to take into consideration, flexibility and 
scalability; we deal with these two concepts by designing a model that tolerates changes in 
topology and do not depend in a specific infrastructure. Our model is flexible towards changes in: 
topology, devices positions, and network density, because each device has a specific key sharing 
with the base station, in any physical position the device takes in the network, both can establish 
a secure communication using their shared key. A device can easily change a gateway by 
another, for any reason: optimization, due to a malfunction of an equipment, a change of position, 
or for some other reason, it will request the connection establishment with this new router, it has 
only forward its request to the base station for verification and exchanging keys. In case of a new 
device is being add to the network, it must be previously added to the base station database, if it 
is OK, it only has to make a solicitation to join the network to the more nearest router to establish 
a connection in the same way mentioned above. 
 
5.4 Adaptability  
Our schema can be adapted to any LR WPAN network, it has been designed is based on the 
exchange of information between the devices themselves, without relying on a given 
infrastructure or specific devices.  
 
Our solution facilitates the establishments of new trust relationships between devices without 
sharing pre-shared information, devices must only be subscribed in the base station database to 
join the network and communicate with network devices. In addition, the key distribution method 
in our schema does not depend on a specific topology; even clustered or mesh topology can 
implement this solution. 
 
Key generation mechanism are simple and used in all symmetric cryptography algorithms, the 
device has only to combine between the received seed and its ID to generate a key; we left to the 
user the choice of the appropriate function according to its context. Even generated key function 
can be negotiated between the base station and a device . For example, if network devices 
generate a key with a hush function and does not implement this function, the base station can 
ordred it to generate the key only by XORing the seed and its ID.   
 
5.5 Security  
Our solution ensures confidentiality, authentication and authorization of communications within 
the network.  All communications and data exchanged in the network are encrypted, the only 
information exchanged in plaintext is the seed generated by the base station that represents only 
one element among others that are well secured to establish the key. Thus, no outside device 
unless those defined in the base station database has permission to join the network, or has the 
possibility of establishing a security key because it does not have mechanism that make it able to 
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generate the key, the thing that will make it legitimate and can join the network as a normal 
device. To generate the key, an intruder must be subscribed in the base station, i.e. the base 
station database must possess its ID, which is difficult as for non-authorized person to add or 
modify in this database as it is localized in the base station, a powerful and well secured machine.  
 
In addition, a compromised device and a disclosure of its secrets presents no danger to the 
network since it does not affect any other device. Our solution proposes two types of keys: a 
unique pairwise key shared between the network device and the base station, and a pairwise key 
shared only between communicated nodes. Unlike solutions that are based on group key or 
network key solutions, a compromised node divulge only its own key and its shared key with its 
neighboring nodes. Even if, as devices change and update their keys and their neighbors 
frequently, the attacker can only decrypts the actual and new encrypted messages as he is not 
possess the old keys, the keys of ended sessions. 
 
We avoided sharing of any information that may present a risk to the network; the key generation 
is done in the device itself. Thus, we do not share in the network devices IDs, so no intruder can 
take a legitimate device ID by a sniffing at-tack. The base station is a powerful machine; it was 
given the role of monitoring the network basing on its database of legitimate network devices. 

 
6. CONCLUSION 
We presented a settlement security keys for symmetric cryptography in order to secure the 
bootstrapping phase of LR WPANs. This model is based on the establishment of two security 
pairwise keys: The first is generated by a single device with a seed sent by the base station, 
shared between the two in order to secure them communication. The second is also unique to 
each device; it can be share with one or more other adjacent devices to update their routing 
tables. 
 
This model ensures the confidentiality and devices authentication as no intruder cannot get a 
false ID or set the security key to integrate the network. The analysis showed that this model 
meets the measures that must be taken into account for LR WPANs, such as energy 
conservation, adaptation to the network flexibility and scalability. 
 
We have not defined symmetric cryptography algorithms or used of specific applications, to give 
to the user the choice according to his needs. This model can also be used for hierarchical 
network topologies, and able to add additional security features to make it more robust. 
 
We estimate subsequently try our scheme to other platforms to compare the results we get. Thus, 
we intend to try it with other technologies that use the IEEE 802.15.4 standard as Zigbee and 
6LoWPAN. 
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